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Abstract. We consider a semi-Lagrangian approach for the computation of the value function of a Hamilton-Jacobi-Bellman equation. This problem arises when one solves optimal feedback control problems for evolutionary partial differential equations. A time discretization with Runge-Kutta methods leads in general to a complexity of the optimization problem for the control which is exponential in the number of stages of the time scheme. Motivated by this, we introduce a time discretization based on Runge-Kutta composition methods, which achieves higher order approximation with respect to time, but where the overall optimization costs increase only linearly with respect to the number of stages of the employed Runge-Kutta method. In numerical tests we can empirically confirm an approximately linear complexity with respect to the number of stages. The presented algorithm is in particular of interest for those optimal control problems which do involve a costly minimization over the control set.

1. Introduction

In this work we consider the numerical solution of deterministic optimal control problems, with a focus on the discretization in time. In particular, we are interested in the numerical approximation of the value function stemming from the Dynamic Programming Principle, which connects to the characterization of the solution in terms of the Hamilton-Jacobi-Bellman (HJB) equation, which describes the closed-loop (or feedback) optimal control of evolutionary partial differential equations (PDEs).

We consider for example finite time horizon problems, for some $T < \infty$, such as

\[ v(x) \stackrel{\text{def}}{=} \inf_{\alpha \in \mathcal{A}} J_x(\alpha) = \inf_{\alpha \in \mathcal{A}} \int_0^T g(y_x(s, \alpha), \alpha(s)) e^{-\lambda s} \, ds, \]

with a function $g$ as the running cost and $\lambda > 0$ the so-called discount factor. Here, $J_x(\alpha)$ is the cost functional and $v$ the value function, which one can interpret as the optimal cost for a system trajectory starting from position $x$. The goal of an optimal control problem is to determine a control policy $\alpha^*$ which minimizes the cost functional (1).

The underlying to be controlled dynamical system is given by

\[
\begin{aligned}
\dot{y}(s) &= f(s, y(s), \alpha(s)) \\
y(t_0) &= x_0,
\end{aligned}
\]

with $x_0, y(s) \in \mathbb{R}^d$, and

\[ \alpha : [t_0, T] \to A \subseteq \mathbb{R}^m, \quad T \in \mathbb{R} \cup \{+\infty\}, \: t_0 < T. \]
Given the set of admissible controls
\[ \alpha \in \mathcal{A} \overset{\text{def}}{=} \{ \alpha : [t_0, T] \to A, \text{measurable} \} \]
we will consider the solution of the ODE (2) for a fixed \( \alpha \). In the following we call the set of all possible values of trajectories of (2) the state space. Note that the existence of the solution of the initial value problem (2) for a measurable \( \alpha \) can be derived from the Carathéodory theorem, in particular we assume \( f \) is continuous and Lipschitz continuous with respect to \( y \).

Now, to derive a numerical scheme for the solution of (1), one has to take several discretization steps to obtain an approximation of the value function. First is the spatial discretization, where one has to consider the complete domain in which the state dynamics are observed. Typically, this means that the computational effort rises exponentially with the dimension of the state space. One way to address this issue is a spatial discretization based on (adaptive) sparse grids as e.g. in [BGGK13, GK17].

In addition to the spatial discretization we have to introduce a discretization in time. Note here, that an important property of (1) is Bellman’s Dynamic Programming Principle (DPP), which states that assuming the solution to equation (2) exists and is unique, then for all \( x \in \mathbb{R}^d \) and \( \tau > 0 \) it holds
\[
(3) \quad v(x) = \inf_{\alpha \in \mathcal{A}} \left\{ \int_0^\tau g(y_x(s, \alpha), \alpha(s)) e^{-\lambda s} \, ds + e^{-\lambda \tau} v(y_x(\tau, \alpha)) \right\}.
\]
Based on employing the DPP piecewise, one can construct semi-Lagrangian schemes for the optimal control problem, as presented in the next section. To achieve that numerically, one has to consider the discretization of the state dynamics (2), which relates also to the numerical quadrature for the integral in (3). In this work, we are analysing higher order time discretizations for the state dynamics, in particular Runge-Kutta methods, and corresponding numerical quadrature approaches.

The determination of the optimal control \( \alpha \) for a certain time interval now is the last ingredient of the numerical algorithm. The needed optimization here interacts with the time discretization. For simplicity, we consider the computation of the optimal control for a certain time by comparison over a discrete sample of the control set. If we now apply a Runge-Kutta method for the numerical integration, a representation of the control has to be provided for each stage. For the simple discretization of the control set with an arbitrary sampling this will lead to exponential complexity with respect to the number of sampling points when using standard Runge-Kutta schemes [FF94].

In this work, we introduce an approach which allows to overcome this drawback, i.e. we can achieve approximately linear complexity with respect to the costs of one minimization problem, e.g. the number of sampling points, even when using a Runge-Kutta scheme with several stages. For the approximation of the value function we use a semi-Lagrangian method [BGGK13, FF14, GK17]. The presented approach is based on an idea similar to Bellman’s Dynamic Programming Principle, but applied to the numerical integration and quadrature parts within the semi-Lagrangian method. For this purpose we consider a special class of schemes based on Runge-Kutta composition methods for the time discretization.

Note that in the following we assume an autonomous dynamic in equation (2), i.e. for a non-autonomous system (2) we then consider the independent variable \( s \) as part of an extended state vector.

Furthermore, in the numerical examples we also consider an infinite horizon problem, i.e. we have the modified cost functional
\[
(4) \quad J_x(\alpha) = \int_0^\infty g(y_x(s, \alpha), \alpha(s)) e^{-\lambda s} \, ds.
\]
The finiteness of the integral (4) is guaranteed for a bounded $g$. In the following we will additionally assume that $g$ is Lipschitz continuous.

The structure of the article is as follows. In Section 2 we describe the approximation of solutions to first order PDEs with semi-Lagrangian schemes. Section 3 provides an overview for the interpolation techniques with sparse grids, that will be used later for numerical tests. In Section 4 we discuss time discretization approaches for the semi-Lagrangian schemes. Section 5 describes the results of numerical tests.

2. SEMI-LAGRANGIAN SCHEME FOR THE HAMILTON–JACOBI–BELLMAN EQUATION

The underlying idea of semi-Lagrangian schemes was first proposed for the advection equation in [CIR52]. A detailed derivation and survey can be found in [FF14]. This section gives a brief introduction to the topic.

2.1. Semi-Lagrangian schemes for optimal control problems. The idea of a semi-Lagrangian scheme is the discretization of the integral representation of the value function (3). The basic building blocks are the approximation of the ODE (2) for $y_x$, the approximation of the integral for the running costs $^3$, and the spatial reconstruction of the value function at time $\tau$. An additional numerical approximation has to be provided for the optimization over the control set $A$.

In the first step we replace a trajectory of $y_x(s, \alpha)$ by a numerical solution of the ODE with an $s$-stage Runge-Kutta approach and consider a semi-discrete function, which is defined on the time grid $\{t_0, \ldots, t_N\}$. We will in the following use superscripts to denote the time point of the discrete approximation, i.e. for the system dynamics we write

$$y_x^\nu = y_x(\nu, \alpha(\nu)), \quad \nu \in [t_0, T].$$

Furthermore we use $y_x^{n+1}$ for $y_x(t_{n+1} = y_x(t_{n+1}, \alpha(t_{n+1}))$ and set $\tau_n = t_{n+1} - t_n$ for $n = 1, \ldots, N$. Thus, an approximate solution of equation (2) is given by

$$\begin{cases}
y_x^{n+1} = y^n + \tau_s \overline{\Phi}(y^n, \alpha^n, \tau_i) \quad \text{def} = \Phi(y^n, \alpha^n, \tau_i) \\
y^{0}_x = x
\end{cases}$$

(5)

where $\overline{\Phi}$ is the increment function and $\Phi$ the one-step map for some Runge-Kutta method. For a scheme with $s$ stages one has $s$ time points starting from $t_n$, then $\alpha^n$ denotes a set of control tuples $\alpha^n = \{a^n_0, \ldots, a^n_{s-1}\} \subset A^s$. Note that the controls are a part of the numerical solution, i.e. we compute an element $\alpha^n$ of the control set $A|_{\{t_n, t_{n+1}\}}$ (see Section 4) which is piecewise constant and defined by $\alpha^n$.

The other step of the numerical scheme relating to time is the approximation of the integral in equation (3), for which one can use a quadrature formula with $q$ nodes. Consider an index set $J = \{0, \ldots, q - 1\}$. The approximation $G^\Delta(x, \tau, \alpha^n)$ is given by

$$G^\Delta(x, \tau, \alpha^n) \quad \text{def} = \tau \sum_{i \in J} \omega_i g(y^{n^i}_x, \alpha^n_i) e^{-\lambda \nu_i} \approx \int_t^{t+\tau} g(y_x(s, \alpha), \alpha(s)) e^{-\lambda s} ds,$$

(6)

where $\nu_i$ and $\omega_i$ are the nodes and weights of a quadrature formula, respectively, and $0 \leq \nu_i \leq 1, \quad \omega_i \geq 0, \quad \sum_{i \in J} \omega_i = 1$.

---

$^3$In the following we will refer to the numerical solution of a ODE as numerical integration, while we will refer to the numerical approximation of an integral as numerical quadrature.
Additionally, one needs a numerical approximation of the value function $v(x)$. For this purpose we consider a sampling coordinate $x_j$ at time point $t_n$. The function $u(x)$ represents the terminating condition for the end time $T = t_N$.

In equation (7) $v^n$ denotes the approximation of the value function for the time $t_n$ at the spatial coordinate $x_j$. The function $u(x)$ represents the terminating condition for the end time $T = t_N$.

Note that we use a comparison approach for the minimization in $A_{\Delta}$ for each element of the set

$$(A_\Delta)^s \quad \text{def} \quad \{ \{a_0^n, a_1^n, \ldots, a_{s-1}^n \} : a_k^n \in A_{\Delta}, \quad k = 0, \ldots, s - 1 \}.$$ 

Furthermore, here and in the following we use the abbreviated notation

$$\min_{\alpha} \quad \text{def} \quad \min_{a^n \in (A_{\Delta})^s}.$$

Observe that in some situations, assuming the value function is differentiable, the minimization can be achieved by using the gradient of the value function. Generally, any minimization procedure which uses only evaluations of the objective function, and not its derivatives, could be performed without changing the main steps of the scheme. In all cases, there is a fixed (or suitably bounded) cost $d_e$ per individual minimization.

2.2. Examples of semi-Lagrangian schemes. Semi-Lagrangian schemes for the Hamilton-Jacobi-Bellman equation with different orders in time are presented in [FF94]. The simplest case is the combination of the Euler method for the ODE and rectangular rule for the quadrature. We get with $J = \{0\}$, $\nu_0 = 0$ and $\omega_0 = 1$

$$(8) \quad v^n_j = \min_{a^n_0} \{ \tau_n g(x_j, a^n_0) + I[V^{n+1}](x_j + \tau f(t_n, x_j, a^n_0)) \}.$$ 

Note that in this section we use $I[V](x_j + \tau \tilde{\Phi}(t_n, x_j, 0^n))$ instead of $I[V](x_j, 0^n)$ to emphasize the numerical integration scheme.

A more sophisticated approach is to use the Heun formula for the solution of the ODE and the trapezoid rule for the quadrature. In this case we have $J = \{0, 1\}$, $\omega_0 = \omega_1 = 1/2$ and $\nu_0 = 0$, $\nu_1 = 1$. The complete scheme is of the form

$$(9) \quad v^n_j = \min_{a^n_0, a^n_1} \left\{ \frac{\tau_n}{2} g(x_j, a^n_0) + \frac{\tau_n}{2} g(x_j + \tau \tilde{\Phi}(t_n, x_j, a^n_0, a^n_1, \tau), a^n_1) + I[V^{n+1}](x_j + \tau \tilde{\Phi}(t_n, x_j, a^n_0, a^n_1, \tau)) \right\},$$

with

$$\tilde{\Phi}(t_n, x_j, a^n_0, a^n_1, \tau) = \frac{1}{2} f(t_n, x_j, a^n_0) + \frac{1}{2} f(t_n, x_j + \tau f(t_n, x_j, a^n_0), a^n_1).$$
Another example is the fourth order Runge-Kutta scheme RK4. The parameters are $J = \{0, 1, 2, 3\}$, $\omega_0 = \omega_2 = 1/6$, $\omega_1 = \omega_3 = 1/3$, $\nu_0 = 0$, $\nu_1 = \nu_2 = 1/2$, $\nu_3 = 1$. The resulting scheme is

\[
\begin{align*}
y^{\nu_0}_x &= x \\
y^{\nu_2}_x &= x + \tau \frac{k_0}{2} \\
y^{\nu_3}_x &= x + \tau k_2
\end{align*}
\]

with

\[
\begin{align*}
k_0 &= f(t_n + \nu_0 \tau, x, a^n_0) \\
k_1 &= f(t_n + \nu_1 \tau, x + \tau \frac{k_0}{2}, a^n_1) \\
k_2 &= f(t_n + \nu_2 \tau, x + \tau \frac{k_1}{2}, a^n_2) \\
k_3 &= f(t_n + \nu_3 \tau, x + \tau k_2, a^n_3)
\end{align*}
\]

\[
\tilde{\Phi}(t_n, x, a_0, a_1, a_2, a_3, \tau) = \frac{1}{6} (k_0 + 2k_1 + 2k_2 + k_3)
\]

and

\[
v^n_j = \min_{a^n_0, a^n_1, a^n_2, a^n_3} \left[ \frac{\tau_n}{6} \left( g(y^{\nu_0}_{x_j}, a^n_0) + 2g(y^{\nu_2}_{x_j}, a^n_2) + 2g(y^{\nu_3}_{x_j}, a^n_3) \right) \right] \]

\[+ I [V^{n+1}](x_j + \tau \tilde{\Phi}(t_n, x, a^n_0, a^n_1, a^n_2, a^n_3, \tau)].\] (10)

The approach corresponds to the Butcher tableau

\[
\begin{array}{cccccc}
0 & & & & & \\
1 & \frac{1}{3} & \frac{1}{2} & \frac{1}{3} & & \\
1 & 0 & 0 & 1 & & \\
\end{array}
\]

(11)

As we can see in equations (9) and (10), the main drawback of the higher order schemes is the increasing complexity of the minimization problem. In fact, for a simple discretization of the control space with $d_c$ samples and minimization through comparison we get $O(d_c^2)$ evaluations of the trajectory for the equation (9). The complexity for the RK4 discretization is $O(d_c^4)$ equation (10). In general for an one-step method with $s$ stages the complexity for the minimization is $O(d_c^s)$.

3. Sparse grids

The derivation of semi-Lagrangian schemes in the previous section requires spatial approximation of the solution at the time points $t_n$ in each step. In particular, for the discretization of Bellman’s DPP equation (3) an interpolation of the value function must be used to obtain the remaining running costs for a given trajectory.

In general every spatial approximation can be applied to the equation (7), e.g. Lagrangian, ENO, WENO or FE interpolation, see [FF14]. We use sparse grids for the spatial approximation of the value function in more than one dimension. A detailed presentation and introduction to this discretization approach can be found in [BG04, Gar13, Pfl10]. This section recalls the main ideas, where the representation follows [BGGK13, GK17].
For simplicity we consider a space domain \( \Omega = [0,1]^d \), \( d \in \mathbb{N} \). For a multi-index
\[ l = (l_1, \ldots, l_d) \in \mathbb{N}^d \]
consider a mesh \( \Omega_l \) and a set of mesh parameters
\[ h_l = (h_{l_1}, \ldots, h_{l_d}) = (2^{-l_1}, \ldots, 2^{-l_d}) \]
which represents the spatial resolution in every dimension for a given \( l \). Now, the points of the
mesh \( \Omega_l \) can be denoted by
\[ x_{l,j} = (x_{l_1,j_1}, \ldots, x_{l_d,j_d}), \quad x_{l_t,j_t} = j_t \cdot h_{l_t}, \quad t = 1, \ldots, d. \]
\( l \) is also referred to as level and defines the resolution of the discretization, \( j \) defines the position
of the point \( x_{l,j} \).

In the following we consider two different sets of basis functions defined on the mesh \( \Omega_l \). The
first one is constructed with linear hat functions
\[ \varphi(x) = \max(1-|x|, 0). \]
For a level \( l \) and an index \( j \) we define
\[ \varphi_{l,j}(x) \overset{\text{def}}{=} \varphi(2^l x - j), \]
and \( d \)-dimensional piecewise \( d \)-linear hat functions
\[ \varphi_{l,j}(x) \overset{\text{def}}{=} \prod_{t=1}^d \varphi_{l_t,j_t}(x_t), \]
where \( x = (x_1, x_2, \ldots, x_d) \in \Omega \).

The space of all \( d \)-dimensional piecewise \( d \)-linear basis functions is
\[ V_l \overset{\text{def}}{=} \text{span}\left\{ \varphi_{l,j} \mid j_t = 0, \ldots, 2^{l_t} - 1, \; t = 1, \ldots, d \right\}. \]
For \( V_l \), we define hierarchical difference spaces \( W_l \) and write \( V_l \) as their discrete sum
\[ W_l \overset{\text{def}}{=} V_l \bigoplus_{t=1}^d V_{l-t}, \quad V_l = \bigoplus_{\xi \leq l} W_{\xi}, \]
where \( e_\xi \) the \( t \)-th unit vector.

For \( n = (n, \ldots, n) \in \mathbb{N}^d \), every \( f \in V_n \) can be represented as
\[ f(x) = \sum_{\|\xi\| = n} \sum_{\xi \in B_n} \alpha_{\xi,j} \varphi_{\xi,j}(x) \]
where
\[ B_n \overset{\text{def}}{=} \left\{ l \in \mathbb{N}^d \mid j_t = 0, \ldots, 2^{l_t} - 1, \; j_t \text{ odd}, \; t = 1, \ldots, d, \; \text{if } l_t > 1 \right\}. \]

The idea of a sparse grid is to take out those basis function \( \varphi_{l,j} \) which only have a small
contribution to the representation of the interpolated function \( f \) \cite{BG04, Gar13}. To measure
this, we introduce the so-called Sobolev-space with dominating mixed derivative \( H_{mix}^2 \) norm and the
corresponding semi-norm:
\[ \| f \|^2_{H_{mix}^2}(x) = \sum_{0 \leq k \leq 2} \left| \frac{\partial^{2k} f}{\partial x_1^{k_1} \cdots \partial x_d^{k_d}} \right|^2 \quad \text{and} \quad | f |_{H_{mix}^2}(x) = \left| \frac{\partial^{2d} f}{\partial x_1^{k_1} \cdots \partial x_d^{k_d}} \right|. \]
The function space
\[ H^2_{mix}(\Omega) = \left\{ f \in H \mid \|f\|_{H^2_{mix}(\Omega)} \leq C \text{ for } C > 0 \right\} \]
has the property, that for \( f \in H^2_{mix}(\Omega) \) it holds
\[ \|f\|_2 \leq C(d) \cdot 2^{-\|l\|_1} \|f\|_{H^2_{mix}(\Omega)}, \]
with constant \( C(d) > 0 \), which depends on the dimension \( d \), and
\[ f_2 = \sum_{j \in B_2} \alpha_j \varphi_{l_2}(x) \in W_2. \]

The estimation (16) motivates the replacement of \( \|l\|_\infty \leq n \) in equation (15) by
\[ \|l\|_1 \leq n + d - 1. \]

The resulting sparse grid space
\[ V_n^{s} = \bigoplus_{\|l\|_1 \leq n + d - 1} W_2 \]
has the dimension \( \dim V_n^{s} = \mathcal{O}(2^n \cdot n^{d-1}) \) in comparison to \( \dim V_n = \mathcal{O}(2^{nd}) \) for regular full grids. This fact leads to a significant reduction of the computational complexity. Note also, that the error estimate for a function \( f \in H^2_{mix}(\Omega) \) is
\[ \|f - f_n^{s}\|_2 = \mathcal{O}(h_n^2 \cdot \log(h_n^{-1})^{d-1}) \]
compared to a full grid, which has for \( f \in H^2 \), the classical Sobolev space,
\[ \|f - f_n\|_2 = \mathcal{O}(h_n^2). \]

For increasing level and dimension, the rule in equation (17) leads to a high number of points on the boundary of the domain in comparison to the inner area [Pfl10]. Here, an alternative is to use the so-called fold out ansatz function [Pfl10]. In this case, a sparse grid consists only of inner nodes and the reconstruction is extrapolated to and over the boundary, cf. Figure 1(c). An example of a sparse grid with fold out basis functions is given in Figure 2.
The second considered basis on $\Omega$ is constructed with B-splines. We provide a brief introduction to B-splines on sparse grids, following [Pfl10, VP16]. The definition of a cardinal B-spline, i.e. a B-spline with constant separation between nodes, is

$$b^0(x) \overset{\text{def}}{=} \chi_{[0,1]}(x), \quad b^p(x) \overset{\text{def}}{=} \int_0^1 b^{p-1}(x - y) \, dy.$$  

For level $l \in \mathbb{N}$ and an index $j \in I_l \overset{\text{def}}{=} \{1, 3, 5, \ldots, 2^l - 1\}$ we consider hierarchical B-splines $\varphi_{l,j}^p : [0,1] \to \mathbb{R}$ of the form

$$\varphi_{l,j}^p(x) \overset{\text{def}}{=} b^p\left(\frac{x}{h_l} + \frac{p + 1}{2} - j\right)$$

with $h_l = 2^{-l}$. For $p = 1$ the $\varphi_{l,j}^p(x)$ is a piecewise linear basis function as in (12). The support of $\varphi_{l,j}^p(x)$ is given by

$$\text{supp}(\varphi_{l,j}^p(x)) = [0,1] \cap [h_l (j - (p + 1)/2), h_l (j + (p + 1)/2)]$$

and is larger than in the case of hat functions. This property leads in general to a larger computational effort for the sparse grids based on B-splines. However, this drawback is equalized by a higher approximation order of the B-splines with respect to the mesh size.

The $d$-dimensional hierarchical B-splines can be constructed analog to (13) with a tensor product approach. Similarly, the corresponding hierarchical B-spline subspaces are defined and (14) holds in this case as well. Therefore, one can use (18) to define a sparse grid space using the hierarchical B-spline spaces. See [VP16] for details, where additionally a B-spline basis with a modified behavior on the boundary is defined, which corresponds to the linear approach with fold out ansatz functions.

**Figure 2.** Sparse grid for level 6 on the domain $[-1,1]^2$ with fold out ansatz functions.
4. Semi-Lagrangian schemes with higher order time discretization

In this section we introduce a semi-Lagrangian scheme with higher order time discretization, which has only linear scaling with respect to the numerical costs for the optimization over the control set, a significant improvement in comparison to the approach outlined in Section 2.2. The main idea is to separate the optimization problem for each stage of the Runge-Kutta scheme. This approach is analogous to the Dynamic Programming Principle (3).

An important aspect in the representation of the value function in equation (3) is the separation of the optimization problem in two parts. For a given initial state $x_0$ we consider the contribution of the running costs up to the time $\tau$ and the remaining cost-to-go as the value function evaluated at $y_{x}(\tau, \alpha(\tau))$, i.e. $v(y_{x}(\tau, \alpha(\tau)))$.

The separation of the optimization problem is possible due to a rather general assumption on control, see Section 1 and [FF14]. Since we require the control to be a measurable function of time, it is possible to compose two different controls at some arbitrary time point $t^\star$. E.g. we can consider $\alpha_1, \alpha_2 : [0, 2t^\star] \to \mathbb{R}$ and define $\alpha_3 : [0, 2t^\star] \to \mathbb{R}$ to

$$\alpha_3(t) = \begin{cases} 
\alpha_1(t), & 0 \leq t < t^\star, \\
\alpha_2(t), & t^\star \leq t \leq 2t^\star.
\end{cases}$$

(19)

The property (19) has very strong consequences for the complexity of the minimization over the control set $\mathcal{A}$. Let us consider a finite time optimal control problem for a given initial state $x_0$

$$\min_{\alpha \in \mathcal{A}} J_x(\alpha)$$

with a cost functional \footnote{To simplify the presentation we omit the term $e^{-\lambda s}$ in this section.}

$$J_x(\alpha) = \int_0^T g(y(s), \alpha(s)) \, ds$$

and the corresponding value function as in (1). We define a restriction of (21) on some time interval $[t_i, t_j]$ with $0 \leq t_i < t_j \leq T$

$$J_x|_{[t_i, t_j]}(\alpha) \overset{\text{def}}{=} \int_{t_i}^{t_j} g(y(s), \alpha(s)) \, ds.$$ 

(22)

The corresponding optimal control problem for $J_x|_{[t_i, t_j]}$ is

$$\min_{\alpha \in \mathcal{A}} J_x|_{[t_i, t_j]}(\alpha)$$

(23)

and we define (23) to be a subproblem of (20).

The set of minimizing control functions $\mathcal{A}_x|_{[t_i, t_j]}$ corresponding to $J_x|_{[t_i, t_j]}$ is

$$\mathcal{A}_x|_{[t_i, t_j]} \overset{\text{def}}{=} \arg \max_{\alpha \in \mathcal{A}} J_x|_{[t_i, t_j]}(\alpha)$$

$$= \left\{ \alpha^\star \in \mathcal{A} \mid \forall \alpha \in \mathcal{A} : J_x|_{[t_i, t_j]}(\alpha^\star) \leq J_x|_{[t_i, t_j]}(\alpha) \right\}.$$ 

Obviously, $\mathcal{A}_x|_{[0, T]}$ is the set of solutions to the original optimal control problem (20) on $[0, T]$ and, due to the property (19), we have

$$\mathcal{A}_x|_{[0, T]} \subset \mathcal{A}_x|_{[t_i, t_j]}$$

(24)
for all $0 \leq t_i \leq t_j < T$. Furthermore for the time intervals of the form $[t_i, T]$ we can conclude
\begin{equation}
    \mathcal{A}_x|_{[0,T]} \subset \mathcal{A}_x|_{[t_i,T]} \subset \mathcal{A}_x|_{[t_2,T]} \subset \ldots \subset \mathcal{A}_x|_{[t_{N-1},T]}
\end{equation}
for an increasing sequence $0 = t_0 < t_1 < t_2 < \ldots < t_{N-1} < t_N = T$.

From the expression (25) we can derive two important properties in terms of the algorithmic complexity. The first one is called optimal substructure. A problem is said to have an optimal substructure if the optimal solution to the problem is contained within optimal solutions to its subproblems. In the case of the optimal control problem (20) we consider as subproblems the finding of the set of minimizing control functions on each of the time intervals $[t_i, T]$. From (25) we obtain
\[ \alpha^* \in \mathcal{A}_x|_{[t_i,T]} \Rightarrow \alpha^* \in \mathcal{A}_x|_{[t_j,T]} \]
for all $0 \leq t_i < t_j < T$, which shows, that the minimization of the control over $\mathcal{A}$ exhibits the optimal substructure.

The second property is the overlapping of subproblems, which means, that we can reuse the subproblems multiple times for the solution of the original problem. E.g. a set $\mathcal{A}_x|_{[t_j,T]}$ can be used for the computation of all sets $\mathcal{A}_x|_{[t_i,T]}$ with $0 \leq t_i < t_j < T$. For this purpose we can restrict the minimization of the cost functional $J_x|_{[t_i,T]}$ to the set $\mathcal{A}_x|_{[t_j,T]}$ to obtain $\mathcal{A}_x|_{[t_i,T]}$, i.e.
\[ \min_{\alpha \in \mathcal{A}} J_x|_{[t_i,T]} (\alpha) = \min_{\alpha \in \mathcal{A}_x|_{[t_j,T]}} J_x|_{[t_i,T]} (\alpha). \]
Both properties — optimal substructure and overlapping subproblems — allow for an efficient minimization of the control. Due to the optimal substructure we can divide the original problem into less complex subproblems, i.e. we consider minimization over a smaller set of controls for each time interval $[t_i, T]$. The overlapping property, on the other hand, guarantees, that we have to solve each subproblem exactly once. Problems of this kind can be computed efficiently by the Dynamic Programming approach, see [CLRS09].

### 4.1. Composition methods.

If we denote the semi-Lagrangian scheme (7) for the computation of the value function from Section 2 with a step size of $\tau$ by $S^\tau$ and use the Dynamic Programming property, it is possible to rewrite equation (7) as
\begin{equation}
    v^0(x) = S^\tau_1 (S^\tau_2 (\ldots (S^\tau_N (x)) \ldots)) = S^{\tau_1} \circ S^{\tau_2} \circ \ldots \circ S^{\tau_N} (x),
\end{equation}
where $\{t_0, t_1, \ldots, t_N\}$ is a partition of $[0, T]$ with $0 = t_0 < t_1 < t_2 < \ldots < t_N = T$ and $\tau_i = t_{i+1} - t_i$ for $i = 1, \ldots, N$ are the corresponding step sizes. For the sake of simplicity we assume the terminating condition $u(x) \equiv 0$ in (26). In this expression each term of the form
\begin{equation}
    S^{\tau_i} \circ S^{\tau_{i+1}} \circ \ldots \circ S^{\tau_N}
\end{equation}
can be considered a solution of the subproblem (23) on the time interval $[t_i, T]$, whereby we associate the restricted value function
\begin{equation}
    v|_{[t_i,T]} (x) \equiv \min_{\alpha \in \mathcal{A}} J_x|_{[t_i,T]} (\alpha)
\end{equation}
with the set of minimizers $\mathcal{A}_x|_{[t_i,T]}$.

We obtain expression (26) because, on the one hand, we can restrict the set of optimal controls after each time step $\tau_i$ without losing the optimal solution for the complete time interval $[0, T]$, which is an expression of the optimal substructure of (25). On the other hand, we reuse the solution of the subproblems due to the overlapping in (25). Therefore we can express the semi-Lagrangian scheme for $\tau_i$ as a function of the semi-Lagrangian scheme for the time step $\tau_j$ with
 Altogether we can write the value function for $t = 0$ as a composition of semi-Lagrangian schemes applied to each time interval $\tau_i$.

The reduction of complexity due to the Dynamic Programming Principle is a clear advantage. The idea we present in this section is to mimic the Dynamic Programming property within a single step of a semi-Lagrangian scheme (7). As described in Section 2, in general the time discretization leads to an exponential complexity of the minimization problem. To overcome this drawback, we now consider Runge-Kutta methods with a structure similar to (26) and explain in the following how these methods can be used to construct a semi-Lagrangian scheme of higher order in time with linear scaling with respect to the numerical costs of the control minimization problem. The construction is based on the following theorem from [HLW06]

**Theorem 4.1.** Let $\Phi_\tau$ be a one-step method of order $p$ (i.e. the local error for $\Phi_\tau$ is of order $O(\tau^{p+1})$) with step size $\tau$ and

$$
\Psi_\tau = \Phi_{\gamma_1 \tau} \circ \ldots \circ \Phi_{\gamma_s \tau} \circ \Phi_{\gamma_1 \tau}
$$

If $\gamma_1, \ldots, \gamma_s$ fulfil

$$
\begin{align*}
\gamma_1 + \ldots + \gamma_s &= 1 \\
\gamma_1^{p+1} + \ldots + \gamma_s^{p+1} &= 0
\end{align*}
$$

(29)

then the composition method $\Psi_\tau$ is at least of order $p + 1$.

With Theorem 4.1, the construction of higher order Runge-Kutta methods can be achieved by solving (29). However, the system (29) has only solutions for even $p$. Therefore in this work we consider methods derived from Theorem 4.1 by using the Implicit Midpoint Rule (with $p = 2$) as $\Phi_\tau$. These methods are called Diagonally Implicit Symplectic Runge-Kutta (DISRK) methods. Different schemes of this kind are given in [HLW06] and references therein. We recall that the Implicit Midpoint Rule has the following Butcher’s tableau

$$
\begin{array}{c|cc}
I & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} - a
\end{array}
$$

(30)

The simplest DISRK scheme, which is obtained through composition, has order 4 and is of the form

$$
\begin{align*}
\gamma_1 &= \gamma_3 = \frac{1}{2 - 2^{1/(p+1)}} \\
\gamma_2 &= -\frac{2}{2 - 2^{1/(p+1)}}
\end{align*}
$$

(31)

with corresponding Butcher’s tableau

$$
\begin{array}{c|cc}
1 & 1 & 1 \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & a & \frac{1}{2} - a \\
1 - \frac{1}{a} & a & 1 - 2a \\
\frac{1}{2} & a & \frac{1}{2}
\end{array}
$$

(32)

where $a = \frac{1}{2 - 2^{1/(p+1)}}^{(p=2)} = 1.35120719195966$, see [FQ10].

In the following, we refer to this method as DISRK$_3$. Note that it is not necessary to calculate the Butcher’s tableau of the composition DISRK explicitly. The construction of the scheme allows to apply the implicit midpoint methods $\Phi_{\gamma_i \tau}$ with time steps $\gamma_i$ given by equation (29) in a loop. Thus, the method in tableau (32) is equivalent to

$$
\Phi^{DISRK_3}_\tau = \Phi^{M}_{\gamma_3 \tau} \circ \Phi^{M}_{\gamma_2 \tau} \circ \Phi^{M}_{\gamma_1 \tau}
$$
with $\gamma_i$ from (31) and $\Phi_M^\tau$ denotes the Implicit Midpoint Rule with step size $\tau$.

As we are not restricted in the number of the composition steps, other solutions for an order 4 method are possible. E.g. we can set

$$\gamma_1 = \gamma_2 = \gamma_4 = \gamma_5 = \frac{1}{4 - 4^{1/(p+1)}}, \quad \gamma_3 = -\frac{4^{1/(p+1)}}{4 - 4^{1/(p+1)}}$$

The associated method will be denoted by DISRK$_5$.

Other examples for solutions to equation (29) are

$$\gamma_1 = \gamma_2 = 0$$

$$\gamma_3 = \gamma_5 = -1.176599841788710694641568$$

$$\gamma_4 = 1.31518632068391121888424973,$$

and

$$\gamma_1 = \gamma_9 = 0.39216144400731413927925056$$

$$\gamma_2 = \gamma_8 = 0.33259913678925943859974864$$

$$\gamma_3 = \gamma_5 = -0.706246172576395890996482$$

$$\gamma_4 = 1.31518632068391121888424973$$

The methods are both of order 6. However, the method (35) is constructed by increasing the minimal number of stages and minimizing $\max_i |\gamma_i|$. This derivation yields smaller error coefficients, see [HLW06] and results of numerical experiments in Section 5. In the following, we refer to DISRK$_7$ for (34) and DISRK$_9$ for (35).

The following method is of order 8 and will be denoted by DISRK$_{17}$.

$$\gamma_1 = \gamma_7 = 0.13020248308889008087881763$$

$$\gamma_2 = \gamma_6 = 0.56116298177510838456196441$$

$$\gamma_3 = \gamma_5 = -0.38947496264484728640807860$$

$$\gamma_4 = \gamma_4 = 0.15884190655515560089621075$$

The methods with different properties are presented in [HLW06]. Essentially, the construction of a method with a composition according to Theorem 4.1 provides a solution to the non-linear Runge-Kutta order equations. However, multiple solutions can exist for the non-linear equation system.

4.2. Semi-Lagrangian schemes with Implicit Midpoint Rule. To overcome the, in the number of stages, exponential complexity for the optimization of the control for semi-Lagrangian schemes based on standard Runge-Kutta methods, we are seeking to utilize the Dynamic Programming Principle to obtain a representation of a semi-Lagrangian scheme which is analog to (26). An important ingredient to achieve such a representation is the time discretization with DISRK methods.

In particular, we now derive a semi-Lagrangian scheme based on the Implicit Midpoint Rule. Subsequently, we will use this scheme analog to the Implicit Midpoint Rule in the derivation
of the DISRK methods as an elementary building block and apply Theorem 4.1 to construct schemes of higher order in time.

Note that Theorem 4.1 can directly be used with the Implicit Midpoint Rule. However, the time discretization in a semi-Lagrangian scheme consists of two parts — numerical integration and quadrature. Furthermore, the goal of the semi-Lagrangian scheme is to approximate the value function (1), not the state of the controlled system (2). This means, that to use Theorem 4.1, we have to analyse the discretization error for the value function in (7) with respect to time. For that we will consider the approximation of the running costs

$$
\int_0^\tau g(y_x(s), \alpha(s)) \, ds
$$
as well as of the costs-to-go $v(y_x(\tau))$. In the following we present an approach to compute both quantities with a global approximation order of $p = 2$.

To ease the presentation we will combine the numerical integration and quadrature, i.e. let us consider the state vector $Y_x(t) \in \mathbb{R}^{d+1}$ in the form

$$
Y_x(t) = \begin{pmatrix} Y_{x,1}(t) \\ Y_{x,2}(t) \end{pmatrix} \overset{def}{=} \begin{pmatrix} y_x(t) \\ \eta(t) \end{pmatrix} = \left( \int_0^\tau g(y_x(t)) \, dt \right),
$$
with the corresponding differential equation

$$
\dot{Y}_x(t) = F(t, Y_x(t)) \overset{def}{=} \begin{pmatrix} f(y_x(t), \alpha(t)) \\ g(y_x(t)) \end{pmatrix}.
$$

The Implicit Midpoint Rule with step size $\tau$ now yields, denoting $Y_x^{\text{def}} = Y_x(0)$,

$$
Y_x(\tau) \approx Y_x^\tau = Y_x + \tau K,
$$
with implicitly defined $K \in \mathbb{R}^{d+1}$

$$
K = F\left((\tau/2), Y_x + (\tau/2)K\right).
$$

From equation (37) we can derive for $k_y \in \mathbb{R}^d$ and $k_\eta \in \mathbb{R}$

$$
K = \begin{pmatrix} k_y \\ k_\eta \end{pmatrix} = \begin{pmatrix} f(y_x(0) + (\tau/2)k_y, \alpha((\tau/2))) \\ g(y_x(\tau/2), \alpha(\tau/2)) \end{pmatrix}.
$$
The last equality is due to $g$ being independent of $\eta$. Thus we get

$$
k_y = f(y_x(0) + (\tau/2)k_y, \alpha(\tau/2)) = \frac{y_x^\tau - y_x(0)}{\tau},
$$
$$
k_\eta = g(y_x(\tau/2), \alpha(\tau/2)),
$$
where $k_y$ is the solution of the first stage equation for the Implicit Midpoint Rule applied to the state dynamic (2) and $y_x^\tau$ is the approximation to the solution $y_x(\tau)$ by the Implicit Midpoint Rule.

As our goal is to estimate the error of the approximation of the value function within one semi-Lagrangian step with respect to time and apply Theorem 4.1, we also have to consider the discretization error for the running costs.

It is clear, that by the approach (38) we can compute the state of the controlled system, i.e. $Y_{x,1}$, with error order $p = 2$. However, for the computation of the running costs $Y_{x,2}$ we need an evaluation of $g(y_x(\tau/2), \alpha(\tau/2))$ and thus an approximation of $y_x(\tau/2)$. We use $k_y$ from the calculation of $Y_{x,1}$ for a linear approximation of $y_x(\tau/2)$:

$$
y_x(\tau/2) \approx x + (\tau/2)k_y = x + \frac{y_x^\tau}{2}.
$$
Note that this can also be interpreted as the Implicit Euler Rule applied to approximate the value of \( y_x \) at \( \tau/2 \), i.e. the implicitly defined stages

\[
k_y = f(y_x(0) + (\tau/2)k_y, \alpha(\tau/2))
\]

have the same value for the Implicit Midpoint Rule with step size \( \tau \) and the Implicit Euler Rule with step size \( \tau/2 \).

As stated in Section 2 we consider a piecewise constant control \( \alpha \in A \). From the viewpoint of time discretization, we consider an exact evaluation of the control function \( \alpha(s) \) at the time point \( s = \tau/2 \). By this interpretation, we will not obtain any additional error with respect to \( \alpha(s) \) due to the time discretization with the Implicit Midpoint Rule (38). However, we will achieve in general only a suboptimal solution in the minimization problem over the control set \( A \).

The approach (39) for the calculation of \( y_x(\tau/2) \) leads to a linear approximation for \( g(y_x(\tau/2), \alpha(\tau/2)) \) if we assume \( \partial g(x, y)/\partial x \) to be bounded by some constant \( C_y \) on the computational domain \( \Omega \), respectively \( g(x, y) \) to be Lipschitz continuous with respect to the first argument as stated in Section 1. To estimate the error we can develop \( g(x + (\tau/2)k_y, \alpha(\tau/2)) \) into a Taylor series around \( y_x(\tau/2) \) and use, with \( \xi \in [y_x(\tau/2), x + (\tau/2)k_y] \), the mean-value form of the remainder:

\[
g(y_x(\tau/2), \alpha(\tau/2)) - g(x + (\tau/2)k_y, \alpha(\tau/2))
= g(y_x(\tau/2), \alpha(\tau/2)) - g(y_x(\tau/2), \alpha(\tau/2))
- \partial g(\xi, \alpha(\tau/2))/\partial x (x + (\tau/2)k_y - y_x(\tau/2))
\]

\[
\leq C_y (\tau/2)
\]

The \( O(\tau^2) \) estimate is due to the linear approximation (39). If we plug \( g(x + (\tau/2)k_y, \alpha(\tau/2)) \) into equation (38) instead of \( k_n \), we get a local error of \( O(\tau^3) \) in the approximation of \( \eta_x(\tau) \) due to the multiplication of \( K \) with \( \tau \).

To simplify the presentation of the algorithm for a semi-Lagrangian scheme based on the DISRK methods in the following, we denote the approach for the calculation of \( Y_x(\tau) \) with the linear approximation (39) as \( \overline{Y}_x^\tau \) and the approximated state \( Y_x(\tau) \) as \( \overline{Y}_x^\tau \), i.e.

\[
\overline{Y}_x^\tau \begin{cases}
Y_x\begin{array}{ll}
Y_x^\tau & \text{def} \ Y_x + \tau \left(f(x + (\tau/2)k_y, \alpha(\tau/2)) \right)
\end{array} = \overline{Y}_x^\tau \ (Y_x, \alpha, \tau),
\end{cases}
\]

and

\[
\overline{Y}_x^\tau = \begin{array}{l}
\overline{Y}_x^{\tau,1} \ 
\overline{Y}_x^{\tau,2} \ 
\end{array}
\]

So far we have an approximation of the state dynamics and of the running costs of order \( O(\tau^2) \). As outlined in the beginning of this section, our goal is to apply Theorem 4.1 to the computation of the value function. Besides the calculation of the running costs, the semi-Lagrangian scheme (7) consists of the approximation for the costs-to-go \( v(y_x(\tau)) \). To estimate the local discretization error for the evaluation of \( v(y_x(\tau)) \) with respect to time we can provide an argument similar to equation (40). Here we neglect the impact of the control discretization and assume the optimal control \( \alpha^* \) to be known. Assuming that \( v'(x) \) is bounded on \( \Omega \) we can estimate

\[
v(y_x(\tau)) - v(x + \tau k_y) = v(y_x(\tau)) - v(y_x(\tau))
- v'(\xi) (x + \tau k_y - y_x(\tau)) \]

\[
\leq C_v (\tau)
\]

Please note that the approximation of the state in the Taylor expansion is of order \( O(\tau^3) \), which is due to the Implicit Midpoint Rule with a local error of \( O(\tau^3) \). Note that in the estimation
we use the linear approximation from equation (39) and thus have $O(\tau^2)$. In other words, comparing (40) with equation (42), in the former one uses a $k_y$ from a scheme with time step $\tau$, and not $\tau/2$.

Altogether, we have an approximation of the value function $v(x)$ by a higher order semi-Lagrangian scheme with a local time discretization error of $O(\tau^3)$. This means that we can apply Theorem 4.1 with $p = 2$ to construct higher order composition schemes. Note that here we neglect the impact of the spatial reconstruction operator $I$ for the approximation of the costs-to-go $v(y_k(\tau/2))$.

4.3. Optimization of the control. In this section we are going to derive a semi-Lagrangian method with higher order in time. Our main motivation is to preserve the Dynamic Programming property, which can be achieved by considering schemes in the composition form as described in the representation (26). Then, by the Dynamic Programming property we are allowed to separate the optimization of the control for each time interval and thus decrease the complexity of the minimization problem.

Based on Theorem 4.1, this can be accomplished by using special compositions with time steps $\gamma_i \tau$, as described for the Runge-Kutta methods in Section 4.1. To be more precise, let us consider a DISRK method of the form

$$
(43) \quad \Psi_{\tau} = \Phi_{\gamma_1 \tau} \circ \ldots \circ \Phi_{\gamma_2 \tau} \circ \Phi_{\gamma_1 \tau}.
$$

With this, we want to derive the following representation of a semi-Lagrangian scheme

$$
(44) \quad S^\tau = S^{\gamma_1 \tau} \circ \ldots \circ S^{\gamma_2 \tau} \circ S^{\gamma_1 \tau}.
$$

For positive $\gamma_i$ we can use directly equation (7) to provide an algorithm for $S^{\gamma_i \tau}$. However, we have to consider negative $\gamma_i$ more carefully, i.e. it must be clarified how one attains a semi-Lagrangian scheme $S^\tilde{\tau}$ with $\tilde{\tau} < 0$.

As already outlined at the beginning of Section 4.1, there is a connection between semi-Lagrangian schemes for the approximation of the value function and the subproblems of the form (23) for the time intervals $[t_i, T]$. A more detailed consideration shows, that $S^{\gamma_i \tau}(x)$, whereby $\tau_i = t_{i+1} - t_i$ and the notation is as in Section 4.1, solves the subproblem (23)

$$
\min_{\alpha \in \mathcal{A}} J_x|_{[t_i, t_{i+1}]}(\alpha),
$$

i.e. we have

$$
v(x)|_{[t_i, t_{i+1}]} \approx S^{\gamma_i \tau}(x),
$$

with $v(x)|_{[t_i, t_{i+1}]}$ from (28). Please note, that in expression (26) the step $S^{\gamma_i \tau}$ solves

$$
\min_{\alpha \in \mathcal{A}|_{[t_i, t_{i+1} \cap T]}} J_x|_{[t_i, t_{i+1}]}(\alpha).
$$

In this case, the restriction of $\mathcal{A}$ to the set $\mathcal{A}|_{[t_i, t_{i+1} \cap T]}$ achieves that we consider optimal control over the time interval $[t_i, T]$ and not only on $[t_i, t_{i+1}]$ as for $S^{\gamma_i \tau}(x)$.

From the association of $S^{\gamma_i \tau}$ with the problem (23) one could argue, that $S^{\tilde{\tau}}$ with $\tilde{\tau} < 0$ solves (23) for some time points $\eta_i > \eta_j$ and $\tilde{\tau} = \eta_j - \eta_i$, where we now use the notation $\eta_i, \eta_j$ to increase the readability. Indeed, let us consider the subproblem (23) for $[\eta_i, \eta_j]$

$$
(45) \quad \min_{\alpha \in \mathcal{A}} J_x|_{[\eta_i, \eta_j]}(\alpha)
$$
and the associated set of minimizers $A|_{[\eta_i, \eta_j]}$. By definition of $A|_{[\eta_i, \eta_j]}$ we have for an element $\alpha^* \in A|_{[\eta_i, \eta_j]}$:

$$\forall \alpha \in A : J_x|_{[\eta_i, \eta_j]} (\alpha^*) \leq J_x|_{[\eta_i, \eta_j]} (\alpha) \Leftrightarrow$$

$$\forall \alpha \in A : \int_{\eta_i}^{\eta_j} g(y(s), \alpha^*(s)) \, ds \leq \int_{\eta_i}^{\eta_j} g(y(s), \alpha^*(s)) \, ds \Leftrightarrow$$

(46)

$$\forall \alpha \in A : - \int_{\eta_i}^{\eta_j} g(y(s), \alpha^*(s)) \, ds \leq - \int_{\eta_i}^{\eta_j} g(y(s), \alpha^*(s)) \, ds$$

where we exchange the integration boundaries for the last term in (46). Now we obtain

$$\forall \alpha \in A : \int_{\eta_i}^{\eta_j} g(y(s), \alpha^*(s)) \, ds \geq \int_{\eta_i}^{\eta_j} g(y(s), \alpha^*(s)) \, ds.$$ 

This means, we can characterize $\alpha^*$ as a maximizing element for the cost functional $J_x|_{[\eta_i, \eta_j]} (\alpha) = \int_{\eta_i}^{\eta_j} g(y(s), \alpha^*(s)) \, ds$ over the set of controls $A$, where we have $\eta_j < \eta_i$ for $J_x|_{[\eta_i, \eta_j]}$. Therefore we can identify the set of minimizers $A|_{[\eta_i, \eta_j]}$ with the solution of the problem

$$\max_{\alpha \in A} J_x|_{[\eta_i, \eta_j]} (\alpha).$$

From this derivation it is clear, that

$$A|_{[\eta_i, \eta_j]} \cap A|_{[\eta_j, \eta_i]} = \emptyset$$

for control sets $A$ with

$$\exists \alpha, \beta \in A : J_x|_{[\eta_i, \eta_j]} (\alpha) \neq J_x|_{[\eta_i, \eta_j]} (\beta)$$

i.e. for controls which are distinguishable with respect to $J_x|_{[\eta_i, \eta_j]}$. In particular we obtain

(47)

$$A|_{[\eta_i, \eta_j]} \cap A|_{[0, T]} = \emptyset$$

from (24), which shows, that (45) is not a subproblem of (20). Thus, by considering $S^\tau$ to be an approximation of the solution to (45), we cannot derive a representation of the form (26). To be precise, by adding a step $S^\tau$ with $\tau < 0$ to a composition

$$S^{\tau_i} \circ S^{\tau_{i+1}} \circ \ldots \circ S^{\tau_N}$$

with $\tau_k > 0$ for $k = i, \ldots, N$, we will obtain

(48)

$$S^\tau \circ S^{\tau_i} \circ S^{\tau_{i+1}} \circ \ldots \circ S^{\tau_N}$$

which solves the problem

(49)

$$\max_{\alpha \in A|_{[\eta_i, \tau]}} J_x|_{[\eta_i, \eta_j]} (\alpha).$$

The set of solutions to (49), denoted by $A|_{\mathbb{F}}$, has for controls distinguishable with respect to $J_x|_{[\eta_i, \eta_j]}$ an empty intersection with the set $A|_{[\eta_j, \tau]}$, which is approximated by

$$S^{-\tau} \circ S^{\tau_i} \circ S^{\tau_{i+1}} \circ \ldots \circ S^{\tau_N}.$$ 

Due to the property (25) we get

$$A|_{\mathbb{F}} \cap A|_{[0, T]} = \emptyset.$$ 

Altogether, by considering compositions of the form (48) we will not obtain the solution to the problem (20).
From the above considerations it is clear, that $S^\tau$ must be derived as an approximation to some subproblem of (20). Furthermore, if we preserve the optimal substructure and overlapping of subproblems, we can achieve the composition form (26) by the rationale as in the beginning of the Section 4.1, which is based on the Dynamic Programming property.

Let us examine the derivations in (46). By exchanging the integration boundaries we can replace the min operator in (45) by the max. This surely can be performed vice versa. Thus we can consider $S^\tau$ as solving the problem
\[(50) \max_{\alpha \in A} J_x|_{[\eta_i, \eta_j]}(\alpha)\]
for some time points $\eta_i > \eta_j$ and obtain by (46) an equivalent characterization of $A|_{[\eta_i, \eta_j]}$ as the solution of
\[(51) \min_{\alpha \in A} J_x|_{[\eta_j, \eta_i]}(\alpha).\]
It is clear, that (51) is a subproblem to (20) (see the definition in (23)), which preserves the Dynamic Programming property. Altogether, by associating $S^\tau$ with the problem (50) we can achieve the composition representation (26). Please note that due to the form $S^\tau \circ S^{\tau_1} \circ S^{\tau_2} \circ \ldots \circ S^{\tau_N}$ we must consider $S^\tau$ given the set $A|_{[t_i, T]}$. This means we have to solve the problem (50) and not the problem (51), wherefore we would need the set of minimizers $A|_{[\eta_i, \eta_j]}$. We use the following theorem from [BCD97], which provides a characterization of the value function for the reverse time direction, to derive an algorithm for (50). Note here, that we can assume autonomous dynamics.

**Proposition 4.1** (Backward Dynamic Programming Principle). Under the assumptions on $f$ and $g$ from Section 1, for all $\tau > 0$ small enough and $x$ so that there exists a $z \in \mathbb{R}^d$ and an optimal $\alpha^* \in A$ with $\bar{x} = g_x(\tau, \alpha^*)$, it holds
\[(52) v(\bar{x}) = \max_{\alpha \in \mathcal{A}^-} \left( v(y_{\bar{x}}(\tau, \alpha)) e^{\lambda \tau} - \int_0^\tau g(y_{\bar{x}}(-s, \alpha), \alpha(-s)) e^{\lambda s} \, ds \right)\]
where $\mathcal{A}^- = \{ \alpha : [-T, t_0] \rightarrow A, \text{measurable} \}$.

To clarify the connection between (50) and (52) we remark, that with the notation from (52) we have $\eta_j = 0$ and thus $\tilde{\tau} = -\eta_i = -\tau$. By applying the substitution $r = \eta_i - s$ to (50) we obtain
\[
J_x|_{[\eta_i, \eta_j]} = \int_{\eta_i}^{\eta_j} g(y_x(r), \alpha(r)) \, dr = \int_{\eta_i}^{\eta_j} g(y_x(r), \alpha(r)) \, dr \\
= -\int_{\eta_i}^{\eta_j} g(y_x(\eta_i - s), \alpha(\eta_i - s)) \, ds.
\]
Furthermore we have $y_x(\eta_i - s) = y_{\bar{x}}(-s)$ due to $x$ being denoted by $z$ in the Theorem 4.1. Finally we can identify the evaluation of the value function $v(y_x(\tau, \alpha))$ with the restriction of the control set $\mathcal{A}$ to $A|_{[t_i, T]}$.

Based on (52) we can provide the following scheme for the computation of $S^\tau$, i.e. for negative time steps, analog to (7)
\[(53) v^{|_\tau}_{\eta_j} = \max_{\mathcal{A}^-} \{ G^\Delta(x_j, \gamma_\tau, A^n) + I[V^{\eta_i-1\tau}]|_{[x_j, A^n]} \} .\]
In equation (53) $V^{\eta_i-1\tau}$ denotes the approximation of the value function from $s^{\eta_i-1\tau}$.

For the computation of quadrature $G^\Delta(x_j, \gamma_\tau, A^n)$ and of $y^{|_\tau}_{\eta_j}$ we choose the scheme $\Phi^M_\tau$ derived in Section 4.2. Thus, by the Theorem 4.1, we achieve higher convergence order with
respect to the time step size, if we neglect the effects of the control discretization and the error of the spatial reconstruction $I[V^{γ_{i−1}}]$. In the next Section 4.4 we provide the complete algorithm for semi-Lagrangian schemes based on Runge-Kutta composition methods.

4.4. Algorithm for high order semi-Lagrangian schemes with DISRK methods. Algorithm 1 illustrates the idea of a semi-Lagrangian scheme with a DISRK method. $X \subset \mathbb{R}^d$ denotes the set of grid points from the spatial discretization, i.e. for $X = \{x_1, \ldots, x_M\}$ we have

$$Y_X = (Y_{x_1}, Y_{x_2}, \ldots, Y_{x_M})$$

With $<$ and $>$ in the lines 12 and 15 respectively we denote element wise comparison of the value function at the spatial grid $X$. This means, that the minimization/maximization is independent for each grid point.

**Algorithm 1:** Semi-Lagrangian scheme for the Hamilton-jacobi-Bellman equation with DISRK time discretization and optimization by comparison

**Data:**
- $\alpha_1, \ldots, \alpha_{d_c}$ - sampling of the control space
- $\gamma_1, \ldots, \gamma_s$ - composition coefficients, $T$ - end time, $\tau$ - time step
- $v_T$ - value function at $T$
- $I$ - interpolation operator

**Result:** Approximation of the value function for $t = 0$

1. $t = T$
2. $V_{old} = v_T$
3. while $t > 0.0$
   4. for $j = 1, \ldots, s$ do
      5. for $i = 1, \ldots, d_c$ do
         6. $\alpha = \alpha_i$
         7. $\bar{Y}_X^\tau = \Phi_{\gamma_1 \tau}(Y_X, \alpha(t), \tau)$ ▷ Approximation of the state dynamic and running costs as in (41)
         8. $V = \bar{Y}_X^\tau + I[V_{old}](\bar{Y}_X^\tau)$ ▷ Approximation of the value function as in (7)
      9. if $\gamma_i \geq 0$ then
         10. if $V_{old} > V$ then
            11. $V_{old} = V$
         else
            12. if $V_{old} < V$ then
               13. $V_{old} = V$
         14. $t = t - \tau$
17. return $V_{old}$

The important part of the Algorithm 1 is the inner for-loop in the line 4, where the composition is calculated for given $\gamma_1, \ldots, \gamma_s$. One can easily verify that the complexity of the control optimization is $O(s \cdot d_c)$, where $d_c$ denotes the number of discretization points of the control space and $s$ is the number of stages of the DISRK scheme. Note, that the value function $V$ is updated for each step $\gamma_i \tau$. This means, after each iteration of the for-loop in the line 4 we obtain a temporary value function $v^{\gamma_i \tau}$ as described in Section 4.3. The resulting value function after time $\tau$ is constructed via a sequence of $v^{\gamma_i \tau}$. 
Algorithm 1 in this form is for finite time problems. For infinite time horizon control problems, e.g. with the cost functional (4), we have to adapt the stopping criteria of the while-loop of Algorithm 1 slightly. This can be achieved by comparing the computed value functions for two steps of the while-loop in the line 3. We then stop the iterations if the change in the value functions is less than some required tolerance TOL:

\[
\frac{1}{|X_{\text{ref}}|} \left( \sum_{x \in X_{\text{ref}}} (I[V^k](x) - I[V^{k-1}](x))^2 \right)^{\frac{1}{2}} \leq TOL \tag{54}
\]

where \(X_{\text{ref}} \subset \mathbb{R}^d\) denotes a set of spatial test points. Another approach is to use the maximum in the change of the value function

\[
\max_{x \in X_{\text{ref}}} \{ I[V^k](x) - I[V^{k-1}](x) \} \leq TOL. \tag{55}
\]

5. Numerical tests

In this section we present numerical results for semi-Lagrangian schemes based on DISRK methods. We are mainly interested in the convergence rates for the error of the numerical approximation compared to a reference solution and in the computational complexity. For the error estimation we consider analog to [GK17] the difference of the exact solution \(v_{\text{ref}}\) to the approximation \(v_{\text{num}}\) on a spatial test grid \(X_{\text{ref}}\) and approximate the \(L^2(\Omega)\) respectively the \(L^\infty(\Omega)\) norm of the error with

\[
e_2^v \overset{\text{def}}{=} \frac{\|v_{\text{ref}} - v_{\text{num}}\|_2}{|X_{\text{ref}}|} \approx \|v_{\text{ref}} - v_{\text{num}}\|_{L^2(\Omega)},
\]

\[
e_\infty^v \overset{\text{def}}{=} \|v_{\text{ref}} - v_{\text{num}}\|_\infty \approx \|v_{\text{ref}} - v_{\text{num}}\|_{L^\infty(\Omega)}. \tag{56}
\]

In addition we provide convergence rates for the error estimates as

\[
\rho_i(e) = \log_b \left( \frac{e_{i-1}}{e_i} \right), \tag{57}
\]

where \(b\) is the refinement factor for the time discretization. In (57) \(e\) is one of the error estimates from (56) and \(i\) represents the \(i\)-th considered time discretization.

As a measure of the computational complexity we give the number of evaluations \(n_f\) of the state dynamics \(f(y(s), \alpha(s))\) from (2) as a function of control space discretization. Furthermore we consider the rate of increase for \(n_f\)

\[
\eta_j(n_f) = \log_2 \left( \frac{n_f^j}{n_f^{j-1}} \right),
\]

with \(n_f^j\) as the number of evaluation of \(f(y(s), \alpha(s))\) for the discretization of the control space with \(2^j\) points, i.e. control level \(j\).

5.1. One dimensional system with non-linear dynamics. As a first example we consider a numerical experiment, which is well suited to test the performance of a scheme for smooth solutions [FF94]. The state dynamics are given by

\[
\begin{aligned}
\dot{y}(s) &= f(y(s), s, \alpha(s)) = -y(s) e^{-y(s)} \alpha(s)^2 \\
y(t_0) &= 0,
\end{aligned} \tag{58}
\]

and the expression for the running costs is

\[
g(y_x(s, \alpha), \alpha(s)) = -y(s) \alpha(s)^2 - e^{y(s)} \sin \frac{\pi \alpha(s)}{2}.
\]
The exact value function for the infinite time horizon problem is \( [FF94] \):

\[
    v_{\text{ref}}(x) = e^{-y(s)}.
\]

(59)

We approximate the value function in \( \Omega = [0, 1] \) and the control is from \( A = [0, 1] \).

The numerical tests with Algorithm 1 in the value iteration form are performed using Matlab. For the spatial interpolation we use cubic splines on an equidistant grid \( X_\Omega \) with grid size of \( \Delta \Omega = 10^{-3} \) for the DISRK_5 scheme and \( \Delta \Omega = 10^{-4} \) for the DISRK_9 and DISRK_17 schemes. The discretization of the control set is \( \Delta A = 10^{-3} \) for the DISRK_5 scheme, \( \Delta A = 10^{-4} \) for the DISRK_9 and \( \Delta A = 10^{-5} \) for the DISRK_17.

To evaluate the error estimate we consider \( X_{\text{ref}} = X_\Omega \). We decrease time discretization by \( b = 10^{0.1} \), i.e. \( \tau_i = 10^{-0.1} \cdot \tau_{i-1} \). We set the tolerance TOL for the while-loop in (55) to \( 10^{-14} \) and end time \( T = 100.0 \) as an additional criterion for the termination. This means, we stop the computation once the current time reaches \( T = 100.0 \) if the tolerance TOL in (55) has not been achieved.

Figure 3 presents the error estimates \( e^2_v \) as a function of the time resolution. We can observe, that the convergence rate of the DISRK_5 method correlates very well with the theoretical rate of 4. The DISRK_9 method does not achieve the expected convergence rate of 6 exactly, shows however results which are very close to the theoretical value for the first 7 measurements. Similarly for DISRK_17 we observe a convergence rate of about 8 for the first five steps. The stagnation of the error for the remaining part of the plot, in particular visible for DISRK_17, presumably can be explained by the effects of the other discretization aspects, i.e. the impact of the discretization of the control and the state space, respectively. In Table 1 we present more detailed values for the error estimates and convergence rates for each time discretization.
HIGHER ORDER SCHEMES FOR HJB EQUATIONS BASED ON DISRK METHODS

\[ \tau e v \]
\[ 2 \rho_i(e) ev \]
\[ 2 \rho_i(e) ev \]
\[ \text{fsolve Matlab function with the default trust-region algorithm and parameters TolX = } 10^{-15} \text{ and TolFun = } 10^{-15} \text{ to find } k. \]

To illustrate the advantage of semi-Lagrangian schemes based on DISRK methods, we compare the corresponding number of function calls \( f_j \) as a function of the discretization of the control space in Table 2, where we consider 2^j points in the compare approach for the optimization. For these tests we choose a discretization of the state space with \( \Delta \Omega = 10^{-2} \). Additional quantity is the increase rate \( \eta_j(n^j) \). We observe a near linear dependency of \( n^j \) on the cardinality of the discrete control set \( A \), i.e. \( \eta_j(n^j) \approx 1.0 \).

As a measure of computational effort we provide the number of evaluations of the state dynamics \( n^j \) as a function of the discretization of the control space in Table 2, where we consider 2^j points in the compare approach for the optimization. For these tests we choose a discretization of the state space with \( \Delta \Omega = 10^{-2} \). Additional quantity is the increase rate \( \eta_j(n^j) \). We observe a near linear dependency of \( n^j \) on the cardinality of the discrete control set \( A \), i.e. \( \eta_j(n^j) \approx 1.0 \).

To illustrate the advantage of semi-Lagrangian schemes based on DISRK methods, we compare the number of function calls to the Runge-Kutta 4 method (with Butcher tableau equation (11)). For the Runge-Kutta 4 method we can observe \( (2^j)^4 \) evaluations of the state trajectory, where \( j \) denotes the control level. The corresponding number of function calls \( n^j \) is \( (2^j)^4 \cdot 4 \), i.e. the state dynamics is evaluated 4 times for each control \( a \in A \) due to 4 stages of the method. Please note, that DISRK are implicit methods. This means, that the number of function calls \( n^j \) also depends on the effort for the solution of the implicit equation for the stage \( k \) of the Implicit Midpoint Rule (see Section 4). We use the \texttt{fsolve} Matlab function with the default trust-region algorithm and parameters TolX = \( 10^{-15} \) and TolFun = \( 10^{-15} \) to find \( k \).

\begin{table}[h]
\centering
\begin{tabular}{cccccc}
\hline
\( \tau \) & DISRK_5 & DISRK_9 & DISRK_17 \\
\hline
1.00 & 1.61 & - & 4.17 & - & 2.41 \\
7.94 & 6.61 & 3.86 & 1.14 & 5.62 & 4.55 \\
6.31 & 2.69 & 3.91 & 3.04 & 5.75 & 7.91 \\
5.01 & 1.09 & 3.94 & 7.90 & 5.85 & 1.23 \\
3.98 & 4.37 & 3.96 & 2.03 & 5.89 & 1.60 \\
3.16 & 1.75 & 3.97 & 5.23 & 5.9 & 1.71 \\
2.51 & 7.18 & 3.87 & 1.40 & 5.74 & 2.59 \\
2.00 & 3.06 & 3.71 & 4.10 & 5.32 & 1.69 \\
1.58 & 1.12 & 4.36 & 2.16 & 2.78 & 1.55 \\
1.26 & 3.62 & 4.91 & 1.46 & 1.69 & 1.42 \\
1.00 & 1.44 & 4 & 1.42 & 0.15 & 1.33 \\
\hline
\end{tabular}
\caption{Estimations \( e^n_2 \) of the \( L^2(\Omega) \) errors and the corresponding convergence rates \( \rho_i(e) \) at time steps \( \tau \) for different DISRK methods. The theoretical convergence rate for DISRK_5 is 4, for DISRK_9 it is 6, and for DISRK_17 it is 8. Subscripts denote exponents in base 10, i.e. \( 1.0_{-n} = 1.0 \cdot 10^{-n} \).}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{ccccccccc}
\hline
control level & DISRK_5 & DISRK_9 & DISRK_17 & RK_4 \\
\hline
\( n^j \) & \( \eta_j(n^j) \) & \( n^j \) & \( \eta_j(n^j) \) & \( n^j \) & \( \eta_j(n^j) \) & \( n^j \) & \( \eta_j(n^j) \) \\
1 & 25 & 41 & - & 75 & - & 64 & - \\
2 & 55 & 1.14 & 95 & 1.21 & 177 & 1.24 & 1.024 & 4 \\
3 & 116 & 1.08 & 209 & 1.14 & 384 & 1.12 & 16.384 & 4 \\
4 & 242 & 1.06 & 429 & 1.04 & 796 & 1.05 & 262.144 & 4 \\
5 & 487 & 1.01 & 871 & 1.02 & 1614 & 1.02 & 4194.304 & 4 \\
6 & 978 & 1.01 & 1756 & 1.01 & 3248 & 1.01 & 67108.864 & 4 \\
7 & 1961 & 1 & 3523 & 1 & 6521 & 1.01 & -- & -- \\
8 & 3931 & 1 & 7060 & 1 & 13063 & 1 & -- & -- \\
9 & 7872 & 1 & 14135 & 1 & 26142 & 1 & -- & -- \\
10 & 15741 & 1 & 28277 & 1 & 52314 & 1 & -- & -- \\
\hline
\end{tabular}
\caption{Number of function evaluations \( n^j \) for the dynamics of the controlled system (2) for one time step as well as corresponding increase rates \( \eta_j(n^j) \) for different control levels, i.e. 2^j comparison points.}
\end{table}
5.2. Harmonic oscillator. As a second example we consider the control of a harmonic oscillator as in [GK17]. The state dynamics are defined by

\[ \dot{y} = Ay + Bu, \quad A = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \]

with \( y \in \mathbb{R}^2 \). The cost function is of the form

\[ J_x(u(t)) = \frac{1}{2} y^T_x Q y_x + \frac{\alpha}{2} u^T R u, \quad Q = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad R = [1] \]

with \( \alpha = 0.1 \).

For the computational domain we choose \( \Omega = [0,1]^2 \) and for the control domain \( A = [-3.5, 3.5] \). The discretization of the control space is obtained by an equidistant sampling, where in the following we denote the number of sampling points for the control domain with \( |A_\Delta| \) (compare Section 2). We choose \( A_\Delta \) with \( 10^3 \) sampling points for the computation with the Implicit Midpoint Rule. Due to higher precision of the semi-Lagrangian schemes based on DISRK we consider different numbers of sampling points for these methods. To estimate the convergence rate with respect to the time step \( \tau \) we need to neglect the impact of control and state space discretizations. In the following, the numerical experiments are computed with sampling sizes from \( 5.0 \cdot 10^4 \) to \( 5.0 \cdot 10^6 \). For the discretization of the value function we consider sparse grids with linear and 3rd order B-Splines, both with the fold out ansatz. We use the SG++ library (see [Pfl10, VP16]) in the numerical implementation. The equation for the stage \( k \) of the Implicit Mipoint Rule is solved with the standard Newton algorithm, whereby we require the residuum of the implicit equation or the norm of the increment for \( k \) from the Newton step to be smaller than \( 10^{-12} \) as a terminating condition.

For this test case we can obtain a reference solution from the continuous time Riccati differential equation (see e.g. [FF14])

\[ \begin{cases} A^T P(t) + P(t)A - P(t)BR^{-1}B^TP(t) + Q = -\dot{P}(t) \\ P(T) = 0 \end{cases} \]

We choose \( T = 0.1 \) and solve (60) with a step size of \( 10^{-7} \). We obtain the following reference solution for the value function

\[ v_{ref}(x) = \frac{1}{2} x^T P x \]

with

\[ P = \begin{pmatrix} 9.966236712679333 \cdot 10^{-2} & 4.982996318566705 \cdot 10^{-3} \\ 4.982996318566705 \cdot 10^{-3} & 3.326412035418859 \cdot 10^{-4} \end{pmatrix}, \]

where \( x \) denotes a vector from the state space. The computation of the error estimates from (56) is performed on a domain \( \Omega_{ref} = [0.25, 0.75]^2 \), where we consider an equidistant grid \( X_{ref} \) of step size 0.5/200.0 in both spatial directions.

First we consider the semi-Lagrangian scheme based on the Implicit Midpoint Rule for the time discretization. The results are presented in the Figure 4. The goal of these computations is to evaluate the performance of a semi-Lagrangian scheme without composition as well as to estimate meaningful parameter ranges for the discretization of the control and state spaces. However, as mentioned at the beginning of the section, the parameters have to be adapted for DISRK methods of higher order in time.

Furthermore we will consider sparse grids base on fold out B-splines for the discretization of the state space in the following experiments, as the achieved precision compared to the computation time is better then for the fold out linear basis. Although the computation with B-splines is
more complex compared to a linear basis for the same spatial grid (see Section 3), we can choose a smaller level of the sparse grids in case of the B-splines.
In the numerical tests we observe nearly linear complexity $O(s \cdot d_s)$ of the constructed semi-Lagrangian schemes with respect to the costs $d_s$ of one optimization and the number of stages of the Runge-Kutta method $s$. In comparison, in the general case an exponential complexity of $O(d_s^i)$ holds for semi-Lagrangian schemes based on Runge-Kutta methods.

In the numerical tests we observe nearly linear complexity $O(s \cdot d_s)$ of the constructed semi-Lagrangian schemes with respect to the costs $d_s$ of one optimization and the number of stages of the Runge-Kutta method $s$. In comparison, in the general case an exponential complexity of $O(d_s^i)$ holds for semi-Lagrangian schemes based on Runge-Kutta methods.

Besides the time discretization, semi-Lagrangian schemes are affected by the optimization of the control space as well as by the reconstructions methods used for the state space. The numerical tests in this work were performed with piecewise linear and B-spline based spatial discretization methods, where for two dimensions sparse grids were considered. For the optimization in the control space we used a simple discretization with an equidistant step size, on which we evaluated the function values and selected the optimum. It is clear from the numerical tests,
that such a simple optimization in the control has a significant impact on the overall runtime of the semi-Lagrangian scheme, in particular in view of the high accuracy which was needed to be on-par with the time and spatial discretization. In future work, a more efficient optimization procedure would need to be integrated into the numerical scheme.
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