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Abstract

We consider dynamical low-rank approximation on the manifold of fixed-rank tensor trains (also called matrix product states), and analyse projection methods for the time integration of such problems. First, we prove error estimates for the explicit Euler method, amended with quasi-optimal projections to the manifold, under suitable approximability assumptions. Then, we discuss the possibilities and difficulties with higher order explicit and implicit projected Runge–Kutta methods. In particular, we discuss ways for limiting rank growth in the increments, and robustness with respect to small singular values.

1 Introduction

In this work we consider high-dimensional time-dependent problems. The problems could either be ordinary differential equations (ODEs), such as the chemical master equation [13], or partial differential equations (PDEs), such as the time-dependent Schrödinger equation [23] or parabolic problems. When PDEs are considered we apply a method of lines-approach, that is, we first discretise in space such that the problem is approximated by a system of ODEs. We assume, mostly for notational simplicity, that the problem considered is autonomous. Denoting \( \dot{A}(t) = \frac{dA}{dt} \), the general form of our ODE is then

\[
\dot{A}(t) = F(A(t)), \quad A(0) = A_0,
\]

on the Euclidean space \( V = \mathbb{R}^{N_1 \times \cdots \times N_d} \) of \( d \)-th order \( N_1 \times \cdots \times N_d \) tensors. We denote by \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \) the standard Euclidean inner product and norm on \( V \). The generalisation of the methods and theory in this work to complex-valued tensors is straightforward. By adding \( t \) as an extra constant variable, any ODE can be brought to autonomous form. This can be done here as well although it requires extending each dimension \( N_i \) of \( A \) by one.

The characterising difficulty of high-dimensional problems is the exponential growth with the dimension of the amount of data and computational work; the space \( V \) has \( \prod_{i=1}^d N_i \) degrees of freedom. This makes also seemingly simple problems computationally intractable when the dimension exceeds, say, three.
Low rank approximation is one of the more promising approaches to tractable computation of high-dimensional problems. In computational chemistry, low rank methods such as Hartree–Fock and Multiconfigurational Time-Dependent Hartree (MCTDH) have become standard tools; see, e.g., [22].

1.1 Approximation by tensor trains

Tensors can be represented in different data-sparse formats, with different definitions of rank. In this work we consider the tensor train (TT) format [25, 24]. Before being rediscovered by the mathematical community it was known to physicists as matrix product states (MPS); see [27] for an overview. The rank of a TT \( X \in \mathcal{V} \) is a \((d+1)\)-tuple \( r = (r_0, \ldots, r_d) \) with \( r_j = \text{rank}(X^{(j)}) \),

\[
\text{(2)}
\]

where \( X^{(j)} \in \mathbb{R}^{(N_1 \cdots N_j) \times (N_{j+1} \cdots N_d)} \) is the \( j \)th unfolding of \( X \). The matrix \( X^{(j)} \) has the same elements as \( X \), with the \( j \) first coordinate directions organised as rows and the others as columns. For \( j = 0 \) and \( j = d \) we obtain a row or column vector, and consequently \( r_0 = r_d = 1 \). If \( r_j \leq r \) and \( N_j \leq N \) for all \( j = 1, \ldots, d \), \( X \) can be represented by at most \( dr^2 N \) numbers, breaking the exponential scaling with the dimension. More concretely, we can define order 3 tensors \( C_j \in \mathbb{R}^{r_{j-1} \times N_j \times r_j} \) such that

\[
X(i_1, \ldots, i_d) = \sum_{k_1=1}^{r_1} \cdots \sum_{k_{d-1}=1}^{r_{d-1}} C_1(1, i_1, k_1) \cdots C_j(k_{j-1}, i_j, k_j) \cdots C_d(k_{d-1}, i_d, 1).
\]

\[
\text{(3)}
\]

The modelling assumption in this work is that the solution \( A(t) \) to (1) can be approximated by a TT of low rank. In other words, we expect the singular values of the unfoldings \( A^{(j)} \) to decay such that we can neglect most of them without losing too much information. We therefore look for an approximation \( Y(t) \) to the exact solution \( A(t) \) which stays on the manifold

\[
\mathcal{M}_r = \{ X \in \mathcal{V} : \text{TT-rank}(X) = r \}
\]

of tensors with fixed TT-rank \( r \). We do this using the Dirac–Frenkel time-dependent variational principle [5, 15, 17]:

\[
\dot{Y}(t) = P(Y(t))F(Y(t)), \quad Y(0) = Y_0 \in \mathcal{M}_r,
\]

\[
\text{(4)}
\]

where \( P(Y) \) is the \( l^2 \)-orthogonal projection onto the tangent space \( T_Y \mathcal{M}_r \) of \( \mathcal{M}_r \) at \( Y \in \mathcal{M}_r \). This is the locally best approximation to the differential equation—we make the smallest possible perturbation of \( \dot{Y}(t) \) such that \( Y(t) \) stays on the manifold. If this perturbation is small we also get a bound on the global error \( \| Y(t) - A(t) \| \), see Lemma 1 below. \( Y(t) \) will however in general not be the globally best approximation on \( \mathcal{M}_r \) to \( A(t) \). The Dirac–Frenkel principle can equivalently be written using a Galerkin condition, as find, for each \( t \in [0, T] \), \( Y(t) \in \mathcal{M}_r \) such that

\[
\langle \dot{Y}(t), Z \rangle = \langle F(Y(t)), Z \rangle \quad \text{for all } Z \in T_{Y(t)} \mathcal{M}_r,
\]

and \( Y(0) = Y_0 \in \mathcal{M}_r \).
1.2 Numerical challenges

Low rank approximation offers a reduction of the problem size which can enable the computational solution of problems which would otherwise be inaccessible. It does however not come without new challenges. Since the manifold $\mathcal{M}_r$ is not linear, (4) is a non-linear problem even if $F$ is linear. The projection may introduce additional difficulties also when the original problem already is non-linear. One main difficulty concerns the curvature of the manifold, which is unbounded. The local curvature grows without bound as we approach the boundary of the manifold, which consists of tensors of smaller rank, and the closure

$$\overline{\mathcal{M}_r} = \{X \in \mathcal{V} : \text{TT-rank}(X) \leq r \}$$

is no longer a smooth manifold. The local curvature can be quantified in terms of singular values of the matrix unfoldings of the tensor [20]. If the $r_j$th singular value $\sigma_{r_j}(X^{(j)}) \geq \rho > 0$ for all $j$, and $Y \in \mathcal{M}_r$ is close enough to $X$, then

$$\| (P(Y) - P(X))Z \| \leq \frac{c}{\rho} \| Y - X \| \| Z \|$$

for all $Z \in \mathcal{V}$ and some constant $c$ which depends on the dimension, but not on $Y$ or $X$. In Appendix A we show that this bound is essentially sharp in the sense that for any $X$, there exist a $Y$ and a $Z$ that attain the bound.

This strong local curvature in the presence of small singular values leads to a range of theoretical and practical difficulties. The difficulty which perhaps is the most relevant for this work is the stiffness induced to time-dependent problems on the manifold. The parametrisation (3) of the manifold is not unique, but if it is fixed at time $t = 0$ one can introduce gauge conditions such that the time-evolution of (4) has a unique parametrisation. One then gets ODEs which determine the evolution of the parametrisation [20, 29]. These ODEs are however stiff in the presence of small singular values since the Lipschitz constant of their right-hand side grows at least as $1/\rho$ due to (5). Therefore, a time step restriction $h \sim \rho$ will be necessary for explicit methods.

As an illustration we consider the two-dimensional case. Then, tensor trains coincide with matrices of the form $Y = USV^T \in \mathbb{R}^{N \times N}$, where $U, V \in \mathbb{R}^{N \times r}$ have orthonormal columns, and $S \in \mathbb{R}^{r \times r}$. The most common gauge conditions are $U^T U = V^T V = 0$, which lead to the system of ODEs

$$\begin{align*}
\dot{U} &= (I - UU^T) F(Y) VS^{-1}, \\
\dot{S} &= U^T F(Y)V, \\
\dot{V} &= (I - VV^T) F(Y)^T US^{-T}.
\end{align*}$$

(6)

Clearly, this system breaks down when $S$ is singular. If $S$ is nearly singular, the ODEs are very stiff leading to a severe step size restriction. This is, for example, illustrated numerically in [14, Fig. 1]. A popular way around this is regularisation. In the MCTDH method\footnote{The MCTDH method is formulated for tensors in the Tucker format. As for tensor trains, in two dimensions this format reduces to bounded rank matrices.}, $S$ is commonly regularised as [3, 21]

$$S_{\text{reg}} = S + \epsilon_0 \exp(-S/\epsilon_0)$$
before it is inverted. The parameter \( \epsilon_0 \) is small, often of the order \( 10^{-8} \). This prevents the system from breaking down, but also modifies the problem and its solution. Furthermore, it still leads to systems with a large Lipschitz constant. In this paper, we will propose to change the integrator to address this problem more fundamentally.

A related difficulty with small singular values appears in low-rank optimisation. An optimisation problem \( \min_{X \in \Omega} J(X) \), with a closed convex set \( \Omega \subset \mathcal{V} \) and a strictly convex functional \( J : \mathcal{V} \to \mathbb{R} \), has a unique global minimum. If we search for a low-rank approximation to the minimum by restricting the feasible set to \( \Omega \cap \mathcal{M}_r \), the problem is no longer convex, and we may have introduced new local minima. Except for certain very simple or restricted cases, convergence theory for optimisation algorithms is therefore only local; see, e.g., the local convergence analysis for alternating optimisation in [26]. Most importantly, we can only guarantee convergence towards the global minimum if the initial guess is within an \( \mathcal{O}(\rho) \) distance from it.

Another largely open question in low-rank approximation is the one about approximability: Given a problem, how can we know if a reasonably accurate low-rank approximation exists? This question is resolved only for a small number of problems. For the Poisson problem, for example, approximability can be confirmed using exponential sums [4, 6]. See also [7, 8] for an overview of other examples. In this work, we will not bother about approximability, and just assume it.

1.3 Contributions

As mentioned above, instead of solving (4) by regularising the ODE (6), we change the integrator in a more fundamental way. This is related to the so-called splitting projector integrators in [18, 19] that were shown in [14] to have no time step restriction due to small singular values. In this work we obtain integrators with similar properties but that are based on projected integrators. The simplicity is the main advantage of such projection methods. The projected Euler method is the first method one would try when confronted with the problem (4). We prove that projected Euler, as well as some higher order projected Runge–Kutta methods, are accurate and robust. We also believe our proof techniques are simpler than for the splitting projector integrators in [14].

The splitting integrators of [18, 19] are also accurate and robust, and albeit conceptually a little more involved, they are still fairly easy to implement. However, while they allow for arbitrary order, the robustness is only proven up to first order. In our case, we will be able to show higher order for certain methods. An important advantage of the splitting methods is that they retain some geometric properties of the continuous problem. If the \( \ell_2 \) norm of the solution is conserved in the continuous problem, and norm-conserving methods are used to solve the substeps of the splitting scheme, then the splitting integrator will conserve the norm. This is not the case for our projection methods.

2 Assumptions and approximability

In this section we state the assumptions we make on the problem, and discuss their implications on the solvability of the problem and on its low-rank
approximability.

2.1 Assumptions
First, we assume that $F$ is Lipschitz continuous,
\[ \|F(X) - F(Y)\| \leq L\|X - Y\| \quad \text{for all } X, Y \in \mathcal{V}. \] (7)
This gives via the Picard–Lindelöf theorem (see, e.g., [11]) existence and uniqueness of a solution to (1), at least on some finite time-interval. We also assume that $F$ satisfies the one-sided Lipschitz bound
\[ \langle X - Y, F(X) - F(Y) \rangle \leq \ell \|X - Y\|^2 \quad \text{for all } X, Y \in \mathcal{V}, \] (8)
or equivalently if $F$ is $C^1$, that $\partial F/\partial Y$ has logarithmic norm bounded by $\ell$. This bound follows directly from (7) with $\ell = L$, but for many problems, in particular for spatial semi-discretisations of partial differential equations, $\ell$ is much smaller than $L$. Note that $\ell$ can be negative. When $\ell \ll L$, much sharper error estimates can be proven if (8) is taken into account. In the complex-valued case, (8) is modified by taking the real part of the left-hand side.

To make higher order methods sensible, we also assume that the solution is sufficiently smooth. More precisely, when considering method of order $p$, we assume that
\[ \frac{d^{p+1}}{dt^{p+1}} \Phi^t_F(Y) \] can be uniformly bounded by a constant for all $Y$ in a neighbourhood of the exact solution. Here, $\Phi^t_F$ denotes the flow of $F$, that is, the mapping $A(t) = \Phi^t_F(A_0)$ where $A(t)$ is the solution of (1) with initial value $A(0) = A_0$.

To assure low-rank approximability, we assume that $F$ almost maps onto the tangent bundle of $\mathcal{M}_r$:
\[ \|F(Y) - P(Y)F(Y)\| \leq \varepsilon \quad \text{for all } Y \in \mathcal{M}_r \cap \{ \text{suitable neighbourhood of the exact solution} \}. \] (9)
This assumption implies that the solution $Y(t)$ of (4) is an $O(\varepsilon)$ perturbation of $A(t)$, the exact solution of (1); see Lemma 1 below. We call this difference the modelling error. Except for in pathological special cases, there is no way to avoid it. The only way to make the modelling error smaller is to improve the model, which in our case means increasing the approximation rank.

We also assume that the solution $Y(t)$ of (4) stays on the manifold $\mathcal{M}_r$ on the considered time interval $t \in [0, T]$. That is, we assume that the rank of $Y(t)$ does not drop, but is always $r$. This is necessary for (4), and the tangent space projection $P(Y)$ in particular, to be well-defined. We still allow the smallest non-zero singular values to be arbitrarily small. We need a similar full approximation rank condition for the numerical approximation $Y_i$ at all time steps. This will however be satisfied in practice due to numerical round-off.

2.2 Discussion on the approximability
In the following lemma, we use (9) to bound this modelling error. The result and its proof are standard, (see, e.g., [11, Thm. I.10.6]) but we include it here since we will encounter this kind of bounds a few times more throughout the paper.
Lemma 1. Given the assumptions in Section 2.1, and with the error in the initial value bounded by \( \|A_0 - Y_0\| \leq \delta \), the dynamical low-rank approximation (4) yields an error bounded by

\[
\|Y(t) - A(t)\| \leq e^{\ell t} \delta + \varepsilon \int_0^t e^{\ell s} ds.
\]

Proof. Denote \( P^\perp(Y)Z = Z - P(Y)Z \). From the bound

\[
\frac{1}{2} \frac{d}{dt} \|Y - A\|^2 = \langle Y - A, P(Y)F(Y) - F(A) \rangle
\]

\[
= \langle Y - A, F(Y) - F(A) \rangle - \langle Y - A, P^\perp(Y)F(Y) \rangle
\]

\[
\leq \ell \|Y - A\|^2 + \|Y - A\| \|P^\perp(Y)F(Y)\|,
\]

we obtain the differential inequality

\[
\frac{d}{dt} \|Y - A\| \leq \ell \|Y - A\| + \varepsilon.
\]

Its solution satisfies (see, e.g., [11, Ch. I.10])

\[
\|Y(t) - A(t)\| \leq e^{\ell t} \|Y(0) - A(0)\| + \int_0^t e^{\ell(t-s)} \varepsilon ds.
\]

The most direct approximability assumption would be to directly demand that the modelling error \( \|Y(t) - A(t)\| \) is small. We use the condition (9) instead, mainly because it is easier to work with this assumption—it is a local assumption which matches well the local nature of the Dirac–Frenkel principle. Both conditions are difficult to verify a priori. If one can decompose \( F \) as

\[
F = F_T + F_e,
\]

where \( F_T : \mathcal{M}_r \to T\mathcal{M}_r \) maps onto the tangent bundle and \( \|F_e\| \leq \varepsilon \), then (9) obviously holds. A common example of terms mapping onto the tangent bundle are operators acting in a single coordinate direction. Since the tangent space is a linear space, linear combinations of such terms also map onto the tangent bundle. As an example, in the matrix case \( A(t) \in \mathbb{R}^{N_1 \times N_2} \),

\[
F_T(A) = M_1 A + M_2 T_A \mathcal{M}_r
\]

for all \( A \in \mathcal{M}_r \), and for any choice of \( M_1 \in \mathbb{R}^{N_1 \times N_1} \) and \( M_2 \in \mathbb{R}^{N_2 \times N_2} \). Most discretisations of the Laplace operator, in any dimension, are of this form. However, if the diffusion is anisotropic, or if a curvilinear coordinate transformation is employed, this structure will be lost and the diffusion operator no longer map onto the tangent bundle.

Demanding that the remainder \( F_e \) is small is arguably a strong assumption. If the manifold has tiny, high-frequency wiggles, the best approximation on it could stay close to \( A(t) \) but at the same time (9) is violated. On the other hand, (9) does appear to hold in neighbourhoods of the exact solutions of many interesting problems. In Figure 1 we plot \( \|P^\perp(Y(t))F(Y(t))\| \) against \( t \) for the numerical solution of the hyperbolic problem

\[
\begin{align*}
u_t &= -b \cdot \nabla u + 0.8u^2, \quad x \in (-\pi, \pi)^d, \quad t > 0, \\
u(0, x) &= \prod_{j=1}^d e^{-x_j^2},
\end{align*}
\]

(10)
with periodic boundary conditions and \( b = (1, 1, \ldots, 1) \). We consider the problem in four dimensions, and discretise the gradient with second order upwind finite differences. We use 64 spatial grid points per dimension and the approximation rank \( r = (1,5,5,5,1) \), and time-step on the low-rank manifold using projected Euler (which will be introduced in Section 4) with time step \( h = 1/200 \). It is not obvious a priori that the right-hand side almost maps onto the tangent bundle, as the non-linear term in the right-hand side, which in the spatially discrete case is a Hadamard product, squares the rank. Still, we see in Figure 1 that the normal component stays moderate. The norm is scaled by the spatial step size to mimic the continuous \( L^2 \) norm:

\[
\|u\|^2 = \Delta x^d \sum_{k_1=1}^{N_1} \cdots \sum_{k_d=1}^{N_d} u_{k_1,\ldots,k_d}^2.
\]  

(11)

![Figure 1: Component in the normal space of the right-hand side of (10), plotted against time. \( \|F(u(t))\| \) ranges between 3.2 and 9.0 over the same time interval, and the norm of the non-linear term ranges between 0.62 and 4.2. The spike near \( t = 0 \) is due to the initial data being rank-deficient.](image)

3 An idealised projection method

The central idea in this work is to solve problem (4) using projection methods [10, Ch. IV.4]. A standard projection method typically behaves as follows:

1. Take one time step with a one-step method, most likely (unless in very special cases) leaving the manifold.

2. Retract or project the new solution back to the manifold.

The discussion on projection methods in [10] concerns problems which are quite different from ours. They are of low or moderate dimension, and the curvature of the manifold stays nicely bounded. Furthermore, the solution to the original problem stays on the manifold, that is, there is no modelling error. Evolution on the manifold, which, for example, might be the set of constant energy or
angular momentum, is a property of the exact solution. These differences make our problems more difficult. As our problems are of very high dimension, we must take care so that the amount of data does not grow unreasonably in any intermediate step. We must also treat tangent space projections with care, so that the strong curvature of the manifold does not give rise to time step restrictions.

To implement a projection method we need a mapping $R : V \rightarrow M_r$, an extended retraction [1], from the full space to the manifold. We assume that the retraction is quasi-optimal, that is, there exists a constant $C_R$ such that for all $A \in V$,

$$
\|R(A) - A\| \leq C_R \|P_{M_r}(A) - A\|,
$$

where

$$
P_{M_r}(A) \ni \arg \min_{X \in M_r} \|X - A\|
$$

is the best approximation of $A$ on $M_r$. The best approximation for TT is known to exist [8, Thm. 11.56], which means it is available in our theoretical argumentation, but in general it is highly impractical to compute it. The best approximation need not be unique since $M_r$ is not a convex set. In that case, $P_{M_r}(A)$ means any best approximation. However, $P_{M_r}(A)$ is unique if $A$ is sufficiently close to $M_r$. A practical, quasi-optimal extended retraction is given by successively truncating the singular value decompositions (SVDs) of the unfoldings $A^{(j)}$, $j = 1, \ldots, d$. This method is known as TT-SVD [24]. It has quasi-optimality constant $C_R = \sqrt{d-1}$, and can be computed efficiently if $A$ has larger but still moderate rank, and is represented in the TT format. See also [8].

Using the exact flow of $F$, we shall now construct the following idealised projection method: for time step $h$, compute

$$
Y_{i+1} = R(\Phi^h_F(Y_i)).
$$

This is not a practical method, first, because we usually have no means of computing the exact flow, and second, because the exact solution will in general have full rank before retracting, making the method prohibitively expensive—recall that only working with low-rank tensors is our way of making computations tractable. The method, however, brings the idea about. It satisfies the following error estimate without a restriction due to small singular values.

**Theorem 2.** Under the assumptions of Section 2.1 and assuming (12), and with the bound $\|Y_0 - A_0\| \leq \delta$ of the error in the initial data, the idealised projection method (13) satisfies the error estimate

$$
\|Y_n - A(nh)\| \leq C(\delta + \varepsilon)
$$

on the finite time-interval $0 \leq nh \leq T$, for all $0 < h \leq h_0$. The constant $C$ depends only on $\ell$, $T$, $h_0$ and $C_R$, but not on $h$.

**Proof.** Let $\Phi^h_{PF}$ be the flow of (4). From Lemma 1 with $\delta = 0$, we get

$$
\|\Phi^h_{PF}(Y_i) - \Phi^h_F(Y_i)\| \leq \varepsilon h \max\{1, e^{\ell h}\}.
$$

Since $\Phi^h_{PF}(Y_i) \in M_r$, the best approximation satisfies the same bound:

$$
\|P_{M_r}(\Phi^h_F(Y_i)) - \Phi^h_F(Y_i)\| \leq \varepsilon h \max\{1, e^{\ell h}\}.
$$

(14)
By the quasi-optimality (12) of $\mathcal{R}$, we therefore obtain the bound

$$\|e_{i+1}\| = \|\mathcal{R}(\Phi^h_F(Y_i)) - \Phi^h_F(Y_i)\| \leq Ch\varepsilon, \quad C = C_R \max\{1, e^{\ell h}\} \quad (15)$$

for the local error $e_{i+1} = Y_{i+1} - \Phi^h_F(Y_i)$.

To bound the global error $\mathcal{E} = Y_n - \Phi^{nh}_F(Y_0)$, we use a standard Lady Windermere’s fan argument with error transport along the exact solution curves, as described in [11, Ch. II.3]. First, we expand into the telescoping sum

$$\mathcal{E} = Y_n - \Phi^{nh}_F(Y_0) = \sum_{i=1}^{n} \left( \Phi^{(n-i)h}_F(Y_i) - \Phi^{(n-i+1)h}_F(Y_{i-1}) \right) + \Phi^{nh}_F(Y_0) - \Phi^{nh}_F(A_0).$$

Each of the terms

$$E_i = \Phi^{(n-i)h}_F(Y_i) - \Phi^{(n-i)h}_F(\Phi^h_F(Y_{i-1})), \quad i = 1, \ldots, n,$$

$$E_0 = \Phi^{nh}_F(Y_0) - \Phi^{nh}_F(A_0),$$

can now be bounded as in the proof of Lemma 1 using the logarithmic norm. In particular,

$$\frac{1}{2} \frac{d}{dt} \|\Phi_F^t(X) - \Phi_F^t(Y)\|^2 = \langle \Phi_F^t(X) - \Phi_F^t(Y), F'(\Phi_F^t(X)) - F'(\Phi_F^t(Y)) \rangle \leq \ell \|\Phi_F^t(X) - \Phi_F^t(Y)\|^2,$$

which leads to

$$\|\Phi_F^n(X) - \Phi_F^n(Y)\| \leq e^{\ell t} \|X - Y\|.$$

Together with (15), this results in the bounds

$$\|E_i\| \leq e^{\ell(n-i)h} \|e_i\| \leq h\varepsilon e^{\ell(n-i)h}, \quad i = 1, \ldots, n, \quad (16)$$

$$\|E_0\| \leq e^{\ell nh}\delta.$$

The global error can be then bounded as

$$\|Y_n - \Phi^{nh}_F(Y_0)\| \leq \sum_{i=0}^{n} \|E_i\| \leq e^{\ell nh}\delta + C\varepsilon \sum_{i=1}^{n} h e^{\ell(n-i)h}.$$

Bounding the Riemann sum as (see also [11, Ch. II.3])

$$\sum_{i=1}^{n} h e^{\ell(n-i)h} \leq \begin{cases} \int_0^{nh} e^{\ell(nh-t)} \, dt = (e^{\ell nh} - 1)/\ell & \text{if } \ell > 0, \\ nh & \text{if } \ell = 0, \\ \int_0^{nh} e^{\ell(nh-n-t)} \, dt = e^{-\ell h}(e^{\ell nh} - 1)/\ell & \text{if } \ell < 0, \end{cases}$$

we end up with a bound independent of $h$ for all $h \leq h_0$. This gives the desired result (but with a different constant $C$).

As mentioned above, this method is mostly of theoretical value since the exact flow is not at our disposal. To make it practical, one can use a one-step
method to approximate it. In this work, we shall consider explicit Runge–Kutta methods with \(s\) stages that applied to (1) can be written as

\[
k_j = F(A_i + h \sum_{l=1}^{j-1} a_{jl}k_l), \quad j = 1, \ldots, s,
\]

\[A_{i+1} = A_i + h \sum_{j=1}^s b_j k_j,
\]

and that are of order \(p\), that is, for all \(0 < h \leq h_0\):

\[
||A_{i+1} - \Phi^h_F(A_i)|| \leq C_L h^{p+1},
\]

with \(C_L\) independent of \(h\).

Probably the most straight-forward way to obtain a projection method is

\[
k_j = F(Y_i + h \sum_{l=1}^{j-1} a_{jl}k_l), \quad j = 1, \ldots, s,
\]

\[Y_{i+1} = R(Y_i + h \sum_{j=1}^s b_j k_j).
\]

Using similar techniques as in the projected Euler case (see Section 4 below), this method can be shown to have a global error of \(O(h^p + \varepsilon)\). Except for the unavoidable modelling error \(\varepsilon\), the bound reflects the right order. Unfortunately, the computational feasibility of this approach depends very much on the function \(F\). For the vast majority of problems, however, \(F\) will be an operator that increases the rank of its argument. For example, for a simple Laplacian, the ranks are doubled, whereas Hadamard products multiply the ranks. Representations of \(F\) using TT-matrices, or matrix product operators (see, e.g., [31]) also increase the rank of \(F\) linearly. This approach therefore soon becomes impractical for higher-order methods since the ranks of the internal stages \(k_j\) grow exponentially with the number of stages \(s\).

In Section 5 we will show how one can use tangent space projections and retractions to limit the rank growth of projected Runge–Kutta methods, and analyse the accuracy of such methods. This enables methods of higher order. It is however still, also for a first order projection method, essential that \(F\) can be evaluated efficiently, exploiting the low-rank structure.

4 A practical projected Euler method

The most elementary projection method is projected Euler. Applied to (4), it reads

\[Y_{i+1} = R(Y_i + h P(Y_i) F(Y_i)).\]

As long as \(F\) can be evaluated in an efficient way for \(Y_i\) of low rank, time stepping can be done efficiently. In addition, if \(F(Y_i)\) is the sum of several terms \(F_j(Y_i)\), we can compute \(P(Y_i)\) by sequentially summing each projected term \(P(Y_i) F_j(Y_i)\). This is usually cheaper and since the tangent space \(T_Y\mathcal{M}_r\) is a vector space, there is less risk of numerical cancellation this way, compared
to retracting $F(Y_i)$ (see also [16, Sect. 3.2]). Finally, computing the retraction is also efficient since the elements of $T_Y M_r$ are tensors of at rank at most $2r$, which also applies to the argument of $R$ in (20) since

$$Y_i + hP(Y_i)F(Y_i) = P(Y_i)(Y_i + hF(Y_i)).$$

The analysis of (20) is fairly straightforward. It satisfies the following local and global error estimates.

**Lemma 3.** Under the assumptions of Theorem 2, the local error of the projected Euler method (20) is bounded by

$$\|Y_{i+1} - \Phi^h_i(Y_i)\| \leq Ch(\varepsilon + h),$$

where the constant $C$ is independent of $h$ for all $h \leq h_0$.

We postpone the proof of this lemma, and immediately state the global error estimate as Theorem 4 below. Compared to the idealised method in Theorem 2, we see that the price to pay to obtain a practical method is an additional term $O(h)$ in the global error. This is to be expected when using explicit Euler. In addition, there is again no step size restriction due to small singular values.

**Theorem 4.** Under the assumptions of Theorem 2, the projected Euler method (20) satisfies the error estimate

$$\|Y_n - A(nh)\| \leq C(\delta + \varepsilon + h)$$

on the finite time-interval $0 \leq nh \leq T$, for all $0 < h \leq h_0$. The constant $C$ depends only on $L$, $T$, $h_0$, and $C_R$, but not on $h$.

**Proof.** The proof is similar as for Theorem 2, but with the different local error from Lemma 3:

$$e_i = Y_i - \Phi^h_{i-1}(Y_i), \quad \|e_i\| \leq Ch(\varepsilon + h).$$

Using the same notation as in the proof of Theorem 2, the global error is then estimated as

$$\|Y_n - \Phi_{F}^{nh}(Y_0)\| \leq \sum_{i=0}^{n} \|E_i\| \leq \varepsilon^{nh} \delta + C(\varepsilon + h) \sum_{i=1}^{n} h\varepsilon^{(n-i)h},$$

and the result follows again by bounding the Riemann sum.

We now prove the local error.

**Proof of Lemma 3.** Let us write

$$Y_i + hP(Y_i)F(Y_i) = Y_i + hF(Y_i) - hP^+ (Y_i) F(Y_i),$$

and note that $\|hP^+ (Y_i) F(Y_i)\| \leq h\varepsilon$ by assumption (9). Since Euler’s method has order one, we have for all $h \leq h_0$ that

$$\|\Phi^h_i(Y_i) - (Y_i + hF(Y_i))\| \leq C_L h^2,$$
with $C_L$ independent of $h$ (but it might depend on $L$). This means that (20) can be rewritten as

$$Y_{i+1} = \mathcal{R}(\Phi^h_F(Y_i) + h\Delta), \quad \text{with } \|\Delta\| = O(\varepsilon + h). \quad (21)$$

Hence, one step of the projected Euler is an idealised projection method (13) but for a perturbation of the flow.

To bound the local error

$$e_{i+1} = Y_{i+1} - \Phi^h_F(Y_i) = \mathcal{R}(\Phi^h_F(Y_i) + h\Delta) - \Phi^h_F(Y_i),$$

let us introduce the notation

$$Z = \Phi^h_F(Y_i) + h\Delta \quad \text{and} \quad \tilde{Z} = \Phi^h_F(Y_i).$$

Using (12) and by definition of $\mathcal{P}_{\mathcal{M}_r}$,

$$\|\mathcal{R}(Z) - Z\| \leq C_R \min_{X \in \mathcal{M}_r} \|X - \tilde{Z} + (\tilde{Z} - Z)\| \leq C_R (\|\mathcal{P}_{\mathcal{M}_r}(\tilde{Z}) - \tilde{Z}\| + \|\tilde{Z} - Z\|).$$

From this we obtain the useful result

$$\|\mathcal{R}(Z) - \tilde{Z}\| \leq C_R \|\mathcal{P}_{\mathcal{M}_r}(\tilde{Z}) - \tilde{Z}\| + (1 + C_R) \|Z - \tilde{Z}\|. \quad (22)$$

Since $\tilde{Z} = \Phi^h_F(Y_i)$, the first term can be bounded as (14) in the proof of Theorem 2. We therefore obtain as bound for the local error

$$\|e_{i+1}\| \leq C_R h \varepsilon \max\{1, e^{th}\} + (1 + C_R) h\|\Delta\| \leq C h(\varepsilon + \|\Delta\|), \quad (23)$$

with $C$ independent of $h$ if $h \leq h_0$. Since $\|\Delta\| = O(\varepsilon + h)$, this gives the desired result.

The local error in Lemma 3 does not depend on the curvature of $\mathcal{M}_r$, that is, on the singular values of $Y_i$. This may seem surprising given the essentially tight bound (5). However, the recurring assumption in this paper is that we assume that the solution can locally be well approximated by low rank. A similar robustness property also holds for the best rank $r$ approximation of a matrix $A$ (see, e.g., [2, (11)]):

$$\|\mathcal{P}_{\mathcal{M}_r}(A + E) - \mathcal{P}_{\mathcal{M}_r}(A)\| \leq 2(\|A - \mathcal{P}_{\mathcal{M}_r}(A)\| + \|E\|).$$

From (22), one can generalise this result to quasi-optimal retractions of tensors as

$$\|\mathcal{R}(A + E) - \mathcal{R}(A)\| \leq (1 + C_R) (\|A - \mathcal{R}(A)\| + \|E\|).$$

However, while it clearly shows that $\mathcal{R}$ is well behaved for good approximations, we did not see directly a way to exploit it.

**Remark 5.** Consider the equation $\mathcal{A}(X) - B$ with $\mathcal{A}$ a linear and symmetric positive definite operator on $\mathcal{V}$. Given a preconditioner $\mathcal{M}$ of the same type, one can try to find low-rank solutions to $\mathcal{A}(X) - B$ by integrating the gradient flow

$$\dot{X} = -P(X)[\mathcal{M}^{-1}(\mathcal{A}(X) - B)].$$

When the projected Euler method (20) is used, we get the “geometric” version of the the preconditioned Richardson iteration, as introduced in [16, (3.6)]. It was shown in [16] that this version is typically much more efficient than without tangent space projection.
5 Projected Runge–Kutta methods of higher order

Recall that the scheme (19) is formally a high-order projected Runge–Kutta scheme but due to the rank growth of the intermediate stages, it becomes quickly computationally prohibitive. In this section, we will construct more efficient methods that have more stages but with a limited rank growth. We do this by projecting onto the tangent space and retracting back to the manifold.

To this end, we first write the standard Runge–Kutta scheme (17) applied to $F$ in its equivalent form

$$\tilde{Z}_j = A_i + h \sum_{l=1}^{j-1} a_{jl} F(\tilde{Z}_l), \quad j = 1, \ldots, s, \quad (24)$$

$$A_{i+1} = A_i + h \sum_{j=1}^{s} b_j F(\tilde{Z}_j).$$

The equivalence follows by identifying $k_j = F(\tilde{Z}_j)$. To obtain a fully projected integrator, we apply (24) to the vector field $X \mapsto P(\mathcal{R}(X))F(\mathcal{R}(X))$. With $Y_i$ as initial value, we obtain our projected Runge–Kutta method

$$Z_j = Y_i + h \sum_{l=1}^{j-1} a_{jl} P(\mathcal{R}(Z_l))F(\mathcal{R}(Z_l)), \quad j = 1, \ldots, s, \quad (25)$$

$$Y_{i+1} = \mathcal{R}(Y_i + h \sum_{j=1}^{s} b_j P(\mathcal{R}(Z_j))F(\mathcal{R}(Z_j))).$$

Such schemes are sometimes called internal projection methods [9] since they extend the domain of the vector field $Y \mapsto P(Y)F(Y)$ from the manifold $\mathcal{M}_r$ to the whole space $\mathcal{V}$ by projecting all the intermediate stages. This is needed to have a well-defined tangent space projection throughout the scheme.

For efficient implementation, (25) can also be written in the more usual notation with stages:

$$\eta_1 = Y_i,$$

$$\kappa_j = P(\eta_j)F(\eta_j), \quad j = 1, \ldots, s,$$

$$\eta_j = \mathcal{R}(Y_i + h \sum_{l=1}^{j-1} a_{jl} \kappa_l), \quad j = 2, \ldots, s, \quad (26)$$

$$Y_{i+1} = \mathcal{R}(Y_i + h \sum_{j=1}^{s} b_j \kappa_j).$$

Since $\eta_j \in \mathcal{M}_r$ and $\kappa_j \in T_{\eta_j} \mathcal{M}_r$, the rank of $\kappa_j$ is at most $2r$. This way, the retraction is applied to tensors of rank at most $2sr$, which is considerably less than in (19).

Below, we illustrate the performance of projected Runge–Kutta methods with a numerical example. We consider a non-linear Schrödinger equation on a two-dimensional lattice [28], where $\dot{A} : [0, T] \to \mathbb{R}^{N \times N}$ evolves according to

$$i \dot{A} = -\frac{1}{2}(BA + AB) - \alpha |A|^2 A. \quad (27)$$
The cubic nonlinearity is taken element-wise. The matrix $B = \text{tridiag}(1,0,1)$ models the coupling of the lattice sites. We use a lattice of size $N = 100$ and the initial data

$$A_{j,k}(0) = \exp\left(-\frac{(j-\mu_1)^2}{\sigma^2} - \frac{(k-\nu_1)^2}{\sigma^2}\right) + \exp\left(-\frac{(j-\mu_2)^2}{\sigma^2} - \frac{(k-\nu_2)^2}{\sigma^2}\right),$$

where $\sigma = 10$, $\mu_1 = 60$, $\mu_2 = 50$, $\nu_1 = 50$, and $\nu_2 = 40$. We solve (27) at approximation rank $r = 12$ with a range of time steps using projected Runge–Kutta methods of first, second and third order (PRK$_p$), and compute the error at time $T = 5$ in Frobenius norm, as compared to a full-rank reference solution computed with the 4th order Runge–Kutta method and time step $h_{\text{ref}} = 0.0025$.

Apart from the explicit Euler method, we build projected versions of the following second and third order Runge–Kutta methods:

1. **PRK1**: $b_1 = 1$
2. **PRK2**: $a_{21} = 1$, $b_1 = b_2 = \frac{1}{2}$,
3. **PRK3**: $a_{21} = \frac{1}{3}$, $a_{31} = 0$, $a_{32} = \frac{2}{3}$, $b_1 = \frac{1}{4}$, $b_2 = 0$, $b_3 = \frac{3}{4}$.

Recall that PRK1 is our projected Euler method from Section 4 and PRK2 is constructed from Heun’s method.

The results are shown in Figure 2, in two separate setups with with $\alpha=0.1$ on the left, and with $\alpha=0.3$ on the right. When the time-step is reduced, the error initially decays for all methods, until a point where the modelling error becomes dominant and the error stagnates. Before stagnation we observe first and second order of accuracy for PRK1 and PRK2, respectively. We can not determine a clear order of accuracy for PRK3, but it is more accurate than the other two methods before stagnation. For the smaller value of $\alpha$, the rate at the first refinement is close to third order. A reason might be that the modelling error disturbs the convergence before we reach the asymptotic regime. For the higher value of $\alpha$, the modelling error is larger and stagnation happens already at a larger time step and error.
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**Figure 2**: Error after time-stepping with PRK1 (blue), PRK2 (green), and PRK3 (red). $\alpha = 0.1$ (left) and $\alpha = 0.3$ (right).

### 5.1 Error analysis

We will now prove that the projection methods in the experiment above (see also Figure 2) retain their classical order of accuracy up to the modelling error $O(\varepsilon)$. In addition to the usual order $p$ of the Runge–Kutta scheme (24), our
Theorem 6 below also uses the stage orders $q_1, \ldots, q_s$. They are defined from the local errors of the $\tilde{Z}_j$, that is, for all $h \leq h_0$,
\[
\|\tilde{Z}_j - \Phi^{c_jh}(A_i)\| \leq C_Lh^{q_j+1}, \quad j = 1, \ldots, s, \tag{29}
\]
where $c_j = \sum_{l=1}^{j-1}a_{jl}$. The constant $C_L$ is independent of $h$.

Given the coefficients of the Runge–Kutta method, $q_j$ can be found by verifying the following quadrature relations (see, e.g., [11, Lemma II.7.5]):
\[
\sum_{l=1}^{j-1}a_{jl}c_{l-1} = \frac{c_j^2}{\tau}, \quad \tau = 1, \ldots, q_j.
\]

For the schemes from above, we have the following orders.

\begin{align*}
\text{PRK1:} & \quad q_1 = 0 \\
\text{PRK2:} & \quad q_1 = 0, \quad q_2 = 1, \\
\text{PRK3:} & \quad q_1 = 0, \quad q_2 = 1, \quad q_3 = 2. \tag{30}
\end{align*}

For explicit Runge–Kutta methods of higher order $p$, these stage orders $q_i$ are significantly smaller than $p$. Usually, one has $q_1 \leq q_2 \leq \cdots \leq q_s$ but this is not always true for methods with many stages. It is a harmless assumption in the context of Theorem 6.

**Theorem 6.** Let (26) be a projected Runge–Kutta method with $s$ stages, based on an explicit Runge–Kutta method of order $p$ and stage orders $q_1 \leq q_2 \leq \cdots \leq q_s$. Denote
\[
q = \begin{cases} 
\min(p, q_2 + 1), & \text{if } b_2 \neq 0, \\
\min(p, q_3 + 1, q_2 + 2), & \text{if } b_2 = 0.
\end{cases}
\]
Then, under the assumptions of Theorem 2, the global error is bounded by
\[
\|Y_n - A(nh)\| \leq C(\delta + \varepsilon + h^q),
\]
on the finite time-interval $0 \leq nh \leq T$, for all $0 < h \leq h_0$. The constant $C$ depends only on $C_L, h_0, L, C_R, s, C_A = \max_{ij} |a_{ij}|, \text{ and } C_B = \max_i |b_i|$, but not on $h$.

From (28) and (30), we see that PRK1, 2, and 3 indeed retain their classical order, that is, $q = p$. Unfortunately, we cannot generalise to higher order due to the $q_2 + 2$ term in Theorem 6. This can be understood by studying the quadrature rule defined by the nodes $c_j$ and weights $b_j$. Due to the limited number of degrees of freedom in explicit methods, it is impossible to raise $q_2$ much higher. See also Remark 8 on how to obtain $q = 4$.

Like for the other projection methods, the proof for the global error in Theorem 6 follows immediately from the local error. To this end, we first need the following technical lemma regarding the perturbation of (25) compared to (24).

**Lemma 7.** Under the assumptions of Theorem 2 and assuming $q_1 \leq q_2 \leq \cdots \leq q_s$ are the stage orders of the order $p$ Runge–Kutta scheme (24), let $A_i = Y_i$ and
denote \( \hat{q}_j = \min(q_j, q_2 + 1) \). Then (25) satisfies for \( 0 < h \leq h_0 \) and \( j = 1, \ldots, s \) the following bounds:

\[
\| Z_j - \tilde{Z}_j \| \leq \begin{cases} 
0 & \text{if } j = 1, \\
Ch(\varepsilon + h^{q_j + 1}) & \text{if } j \neq 1,
\end{cases} \tag{31}
\]

\[
\| P(R(Z_j))F(R(Z_j)) - F(\tilde{Z}_j) \| \leq \begin{cases} 
Ce & \text{if } j = 1, \\
C(\varepsilon + h^{q_j + 1}) & \text{if } j \neq 1,
\end{cases} \tag{32}
\]

where \( C \) depends only on \( C_L, L, C_R, h_0, s, \) and \( C_A = \max_{j} |a_{ij}| \).

**Proof.** By definition of an explicit Runge–Kutta method, \( Z_1 = Y_i = \tilde{Z}_1 \). Observing that \( R(Y_1) = Y_1 \) due to quasi-optimality, we have \( F(R(Z_1)) = F(Y_i) = F(\tilde{Z}_1) \). Hence, the approximability assumption (9) gives

\[
\| P(R(Z_1))F(R(Z_1)) - F(\tilde{Z}_1) \| \leq \varepsilon.
\]

Hence, the statements of the lemma are true for \( j = 1 \).

We show the rest by induction using the short-hand notation

\[
P_i = P(R(Z_i)), \quad F_i = F(R(Z_i)), \quad \tilde{F}_i = F(\tilde{Z}_i). \tag{33}
\]

Let \( j \geq 2 \) and assume (31)–(32) are true up to and including \( j - 1 \). By definitions (24)–(25) of the schemes, it holds that

\[
\| Z_j - \tilde{Z}_j \| \leq h \sum_{l=1}^{j-1} |a_{jl}|\| P_l F_l - \tilde{F}_l \|. \tag{34}
\]

The induction hypothesis on (32) for \( l = 1, \ldots, j - 1 \) then gives

\[
\| Z_j - \tilde{Z}_j \| \leq C_A Ch(\varepsilon + h^{\hat{q}_2 + 1} + \cdots + h^{\hat{q}_{j-1} + 1}).
\]

Since \( \hat{q}_2 = q_2 \) and \( q_l \leq q_{l+1} \), it follows that \( q_2 \leq \hat{q}_3 \leq \cdots \leq \hat{q}_{j-1} \). Absorbing higher powers of \( h \) in a constant \( C_Z \) for \( 0 < h \leq h_0 \), we can write

\[
\| Z_j - \tilde{Z}_j \| \leq C_Z h(\varepsilon + h^{q_{j+1}}).
\]

This establishes (31) for \( j \).

To show (32) for \( j \), it suffices to bound \( \| R(Z_j) - \tilde{Z}_j \| \) since by Lipschitz continuity of \( F \) and the approximability assumption (9), we have

\[
\| P_j F_j - \tilde{F}_j \| \leq \| P_j F_j - F_j \| + \| F_j - \tilde{F}_j \| \\
\leq \varepsilon + L\| R(Z_j) - \tilde{Z}_j \|. 
\]

In turn, we can now directly use (22) from the proof of Lemma 3:

\[
\| R(Z_j) - \tilde{Z}_j \| \leq C_R \| P_{M_1}(\tilde{Z}_j) - \tilde{Z}_j \| + (1 + C_R)\| \tilde{Z}_j - Z_j \|. 
\]

This second term above is (31). For the first, write \( \tilde{Z}_j = \Phi_F^{c_j h}(Y_i) + h\Delta_j \) with \( \| \Delta_j \| = C_L h^{q_j} \) due to the stage order condition (29). Then (14) in the proof of Theorem 2 shows that

\[
\| P_{M_1}(\tilde{Z}_j) - \tilde{Z}_j \| \leq \| P_{M_1}(\Phi_F^{c_j h}(Y_i)) - \Phi_F^{c_j h}(Y_i) \| + h\| \Delta_j \| \\
\leq \varepsilon h \max\{1, e^{c_j h}\} + C_L h^{q_j + 1}.
\]

(35)
Collecting all the bounds, we arrive at
\[ \| P(R(Z_j))F(R(Z_j)) - F(\tilde{Z}_j) \| \leq C_Fh((1 + h)\varepsilon + h^{q_j} + h^{q_2 + 1}) + \varepsilon. \]
Absorbing again higher powers of \( h \) in the constant, we have shown (32) for \( j \).
Tracing the constants \( C_Z \) and \( C_F \) through the proof, it is clear that they can be taken as stated in the lemma.

With this lemma at hand, we can more easily estimate the local error.

**Proof of Theorem 6.** Using the same notation as in (33), we shall bound the local error of (25) as follows:
\[ \| Y_{i+1} - \Phi^h(Y_i) \| \leq \| Y_{i+1} - \tilde{Y}_{i+1} \| + \| \tilde{Y}_{i+1} - \Phi^h(Y_i) \|, \quad (36) \]
where \( \tilde{Y}_{i+1} = Y_i + h \sum_{j=1}^{s} b_j \tilde{F}_j \) is one step of (24) with \( A_i = Y_i \). Since \( Y_{i+1} = R(Y_i + h \sum_{j=1}^{s} b_j P_j F_j) \), we can use (22) from the proof of Lemma 3 to bound the first term above as
\[ \| Y_{i+1} - \tilde{Y}_{i+1} \| \leq C_R \| P_M \| (\tilde{Y}_{i+1} - \tilde{Y}_{i+1}) + (1 + C_R) \| h \sum_{j=1}^{s} (b_j P_j F_j - \tilde{F}_j) \| \]
\[ \leq (1 + C_R)(eh \max\{1, e^{\ell h}\} + \tilde{C}_L h^p + hC_B \sum_{j=1}^{s} \| P_j F_j - \tilde{F}_j \|). \]
Here, we formally used the same bound as in (35). Now applying Lemma 7, the local error becomes
\[ \| Y_{i+1} - \tilde{Y}_{i+1} \| \leq Ch(\varepsilon + h^{\bar{q}}), \quad \bar{q} = \begin{cases} q_2 + 1 & \text{if } b_2 \neq 0, \\ \min(q_3 + 1, q_2 + 2) & \text{if } b_2 = 0. \end{cases} \]
since \( q_2 = \tilde{q}_2 \leq \tilde{q}_3 \leq \cdots \leq \tilde{q}_s \). The second term in (36) is simply the local error (18). The global error is now obtained in the same way as in the proof of Theorem 2.

**Remark 8.** It is possible to improve Theorem 6 if \( a_{j2} = 0 \) for all \( j \geq 4 \) and \( b_2 = b_3 = 0 \). The final order then satisfies \( q = \min(p, q_1 + 1, q_2 + 2) \). For example, the (embedded) Runge–Kutta rule 6(5)9b from [30] with \( s = 8 \) stages and order \( p = 6 \) is of this form. Since \( q_2 = 2 \) and \( q_3 = \cdots = q_8 = 3 \), one obtains order \( q = 4 \).

### 5.2 A simplified method

An alternative way of constructing explicit projection methods is to project the increment of the Runge–Kutta step onto the tangent space at the result of the previous step, and then retracting. That is, we define
\[ k_j = P(Y_i)F(Y_i + h \sum_{l=1}^{j-1} a_{jl} k_l), \quad j = 1, \ldots, s, \]
\[ Y_{i+1} = R(Y_i + h \sum_{j=1}^{s} b_j k_j). \quad (37) \]
Since all the \(k_j\) are in the same tangent space, they and all their linear combinations have ranks bounded by \(2r\), which makes retracting the substeps unnecessary. In effect, by keeping \(Y_i\) constant, the method computes an approximation of \(\mathcal{R}(P(Y_i)\Phi_h^1(Y_i))\) by approximating the exact flow with a standard Runge–Kutta method. The downside of this method is that, since we treat the tangent space projection in a “forward Euler” manner, we should not expect more than first order of accuracy. However, experimental evidence suggests that when the solution stays closer to the manifold than the worst-case guarantee, taking \(P(Y_i)\) constant does not completely destroy the higher-order accuracy.

In Figure 3 we compare this simplified method to the methods PRK1, 2, and 3 that satisfy Theorem 6. We use the same example problem as before, with \(\alpha = 0.1\). At first order, the two approaches yield identical methods. At second order, the results are very similar, even though the simplified method should formally be of first order only. At third order, we see how the simplified method performs slightly worse than the method of the form (26). We leave it as an open problem to rigorously analyse this behaviour.

![Figure 3: Error after time-stepping with standard (solid lines) and simplified (dashed) explicit Runge–Kutta methods of first, second and third order, for the same non-linear lattice Schrödinger equation as before, with \(\alpha = 0.1\).](image)

6 Projected implicit methods

In this section, we explore implicit projection methods for stiff problems. Consider the following discretised linear parabolic problem

\[
\dot{A} = -\mathcal{B}(A) + f(t), \quad A(0) = u_0, \tag{38}
\]

where \(\mathcal{B}\) is a linear and symmetric positive definite operator. In the canonical example of the heat equation, \(\mathcal{B}\) is a discretised version of \(-\Delta\) for which \(L\) is very large but \(\ell < 0\). Except for the idealised method, all projected methods that we have seen so far will be subject to severe step size restrictions under mesh refinement since the constants in their global errors depended on \(L\). This is essentially because we approximated \(\Phi_h^1(Y_i)\) by an explicit Runge–Kutta method. The usual solution is to resort to implicit methods.

Applied to (38), implicit methods will result in linear systems. For instance, the standard backward Euler method for (38) reads

\[
\bar{Y}_{i+1} = \bar{Y}_i + hF(t_{i+1}, \bar{Y}_{i+1}) = \bar{Y}_i + h(-\mathcal{B}\bar{Y}_{i+1} + f_{i+1}),
\]
with \( f_i = f(t_i) \), or equivalently,

\[
(I + hB)\bar{Y}_{i+1} = \bar{Y}_i + hf_{i+1}.
\]  
(39)

Since \( \bar{Y}_{i+1} \) is an unconditionally stable \( O(h) \) approximation of \( \Phi_h^i(Y_i) \), we can define \( Y_{i+1} = \mathcal{R}(\bar{Y}_{i+1}) \) as a projected implicit method. In the same way as our analysis of the projected Euler case from Section 4, this method would have a global error of \( O(\varepsilon + h) \), where the implicit constant depends on \( \ell \), and not \( L \).

Unfortunately, solving (39) in higher dimensions is computationally out of reach except for a few special cases. The most notable is when \( B \) has the Laplacian structure \(-\Delta\). In that case, the system (39) can be solved efficiently using exponential sums [4, 6] if \( f \) has low rank as well. When \( B \) is a general symmetric and positive definite operator, we propose a different strategy. First, we write (39) into the equivalent optimisation problem

\[
\bar{Y}_{i+1} = \arg \min_{Y \in V} \frac{1}{2} \langle Y, (I + hB)Y \rangle - \langle Y, \bar{Y}_i + hf_{i+1} \rangle.
\]  
(40)

Instead of first solving this problem exactly in \( V \) and then retracting back \( M_r \), we solve it immediately on the manifold by restricting the feasible set in the optimisation problem:

\[
Y_{i+1} = \arg \min_{Y \in M_r} \frac{1}{2} \langle Y, (I + hB)Y \rangle - \langle Y, \bar{Y}_i + hf_{i+1} \rangle.
\]  
(40)

Computing the global minimum of (40) is in most cases still out of reach. However, there exist many algorithms that are give accurate approximation in practice. In the numerical experiments below, we will use alternating least squares (ALS) [12, 26] and just assume—or better, hope—it has computed the global solution to (40).

The method (40) satisfies the following error estimates.

**Theorem 9.** Under the assumptions of Theorem 2, the projected implicit Euler method (40) applied to (38) has a local error bounded by

\[
\|Y_{i+1} - \Phi_h^i(Y_i)\| \leq C(h + \varepsilon),
\]

and a global error bounded by

\[
\|Y_n - A(nh)\| \leq C'(\varepsilon + h),
\]

on the finite time-interval \( 0 \leq nh \leq T \), for all \( 0 < h \leq h_0 \). The constants \( C \) and \( C' \) depend on the spectral radius of \( B \), but are independent of \( h \).

**Proof.** Let \( Y_i = \bar{Y}_i \). It can be verified by a direct calculation that the solution \( Y_{i+1} \) is the point on \( M_r \) which minimises the error \( Y - (I + hB)^{-1}(Y_i + hf_{i+1}) \) in the norm induced by the positive definite operator \((I + hB)\), that is,

\[
Y_{i+1} = \arg \min_{Y \in M_r} \|Y - (I + hB)^{-1}(Y_i + hf_{i+1})\|_{(I + hB)}
\]

\[
= \arg \min_{Y \in M_r} \|Y - \bar{Y}_{i+1}\|_{(I + hB)}.
\]  
(41)
Note that $B$ has a real spectrum and $\lambda_{\min} > 0$, since $B$ is symmetric and positive definite. We denote the spectral bounds of $B$ by $\sigma(B) \subset [\lambda_{\min}, \lambda_{\max}]$ and use the equivalence of norms,
\[
\gamma\|Y\| \leq \|Y\|_{(I+hB)} \leq \Gamma\|Y\|,
\]
with $\gamma = \sqrt{1+h\lambda_{\min}} > 1$ and $\Gamma = \sqrt{1+h\lambda_{\max}}$. The local error is then bounded by
\[
\|Y_{i+1} - \Phi^h_P(Y_i)\| \leq \|\tilde{Y}_{i+1} - \Phi^h_P(Y_i)\| + \|Y_{i+1} - \tilde{Y}_{i+1}\|.
\]
The first term is local error for backward Euler: for all $0 < h \leq h_0$,
\[
\|\tilde{Y}_{i+1} - \Phi^h_P(Y_i)\| = O(h^2).
\]
Using that $Y_{i+1}$ is the solution of (41) and $\gamma > 1$, the other term can be bounded as
\[
\|Y_{i+1} - \tilde{Y}_{i+1}\| \leq \gamma^{-1}\|Y_{i+1} - \tilde{Y}_{i+1}\|_{(I+hB)} \\
\leq \|P_M(Y_{i+1}) - \tilde{Y}_{i+1}\|_{(I+hB)} \\
\leq \Gamma\|P_M(Y_{i+1}) - \tilde{Y}_{i+1}\|.
\]
Since $\tilde{Y}_{i+1} = \Phi^h_P(Y_i) + h\Delta$ with $\|\Delta\| = O(h)$, we can use (35) in the proof of Theorem 7 with $q_j = 1$ and $\tilde{Z}_j = \tilde{Y}_{i+1}$. This gives
\[
\|P_M(Y_{i+1}) - \tilde{Y}_{i+1}\| \leq C(h\varepsilon + h).
\]
The global error is obtained in the same way as in the proof of Theorem 2. \[\square\]

The error bound depends on the spectral radius of $B$ in a way that is not typical for implicit methods. This is unfortunate, and diminishes the advantage over explicit methods, at least in theory. For the heat equation, the spectral radius $\lambda_{\max}$ of $B = -\Delta$ is proportional to $\Delta x^{-2}$, and the factor multiplying the error is $\Gamma = \sqrt{1+h\lambda_{\max}} \sim \sqrt{1+h/\Delta x^2}$. That is, we must have $h \sim \Delta x^2$ to get the normal $O(h)$ global error. In a numerical experiment below we will, however, see that the situation does not need to be that bad, and that (40) is competitive. We can understand why it works as follows: The factor $\Gamma$ appears when we use the equivalence of the standard Euclidean norm and the $(I+hB)$-norm. The $(I+hB)$-norm is similar to a (discrete) $H^1$-norm. The $L^2$ and $H^1$ norms are not equivalent norms—and in the discrete case, the spectral radius (which tends to infinity as $\Delta x \rightarrow 0$) appears in the bounds. But for smooth arguments, the $L^2$ and $H^1$ norms are of comparable size, without any bad dependence of $\Delta x$ appearing.

The accuracy of the second order projected trapezoidal method,
\[
Y_{i+1} = \arg\min_{Y \in \mathcal{M}_r} \frac{1}{2}\langle Y, (I + \frac{h}{2}B)Y \rangle - \langle Y, (I - \frac{h}{2}B)Y_i + \frac{h}{2}(f_i + f_{i+1}) \rangle,
\]
can be analysed similarly. One then reaches the following result.

**Corollary 10.** With the same notation and under the same assumptions as in Theorem 9 but now for the projected trapezoidal method (42), we have
\[
\|Y_{i+1} - \Phi^h_P(Y_i)\| \leq C(h\varepsilon + h^2),
\]
\[
\|Y_n - u(nh)\| \leq C'(h\varepsilon + h^2).
\]
We verify the results with an example problem. We solve the heat equation on \( x \in \Omega = [0,1]^d, d = 3, \) and \( t \in [0,1], \) with homogeneous Dirichlet boundary conditions. We use the following source term and initial condition:

\[
    f(x,t) = \prod_{i=1}^d 100 x_i e^{-3tx_i}, \quad u_0(x) = \prod_{i=1}^d \sin(\pi x_i).
\]

The Laplace operator \(-\Delta\) is discretised using second order central finite differences on an equispaced grid with 50 points per coordinate direction. We time-step on the manifold of TT-tensors with rank \((1,5,5,1)\) using the projected implicit Euler and trapezoidal methods. The error is computed in the weighted \(l_2^2\)-norm (11) with a reference solution computed at full rank using the trapezoidal method, with time step \(h_{\text{ref}} = 1/2048\). The ALS method is implemented as a standard left-right sweep with exact solution of the local systems (see, e.g., [12] for details). The iteration is stopped if the new residual after a full sweep stagnates within 1% of the previous one.

The results are shown in Figure 4. For implicit Euler, the first order accuracy is clearly visible. The trapezoidal method converges at second order for some time, and then seems to stagnate. Quite surprisingly, the error of the trapezoidal method is larger than the error of the implicit Euler method at all considered step sizes.

Finally, we test the impact of the unfortunate dependence on the spectral radius by comparing to the explicit Euler method. It turns out that for the explicit projected Euler method we have to take much smaller time steps to get a stable solution. If we apply von Neumann stability analysis to the standard explicit Euler method (without projections and retractions) and a similar problem with periodic boundary conditions, we get the time step restriction \(h \leq \Delta x^2/(2d)\). In our example, we have \(d = 3\) and \(\Delta x = 1/49\), which yields the bound \(h \leq 1/14406\) on the time step. The stability of the projected explicit Euler method is not as straightforward to analyse. Experimentally we note that for the problem of Figure 4, \(h = 1/10000\) gives a stable (and accurate) solution, while the solution blows up for \(h = 1/5000\). For comparison, the smallest time step used with the implicit projection methods in Figure 4 was \(h = 1/256\). This supports the claim that the dependence on the spectral radius is not that problematic for smooth solutions.
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**A Tightness of curvature bound**

We here show that the bound (5) is sharp, in the sense that for any \(X\), we can choose \(Y\) and \(Z\) such that the bound is attained. To keep the notation manageable, we restrict ourselves to the case of square matrices.

We consider the manifold \(\mathcal{M}_r\) of real \(N \times N\) matrices of rank \(r\). Let \(X \in \mathcal{M}_r\) be any matrix on the manifold, and construct its SVD \(X = USV^T\) such that \(U, V \in \mathbb{R}^{N \times r}\) have orthonormal columns \(u_i\) and \(v_i\), respectively, and \(S \in \mathbb{R}^{r \times r}\) is
a diagonal matrix with elements $s_{ii} = \sigma_i > 0$ in decreasing order. Next, choose $Y \in \mathcal{M}_r$ such that $Y = US\tilde{V}^T$, where also $\tilde{V} \in \mathbb{R}^{N \times r}$ has orthonormal columns $\tilde{v}_i$, and $v_i = \tilde{v}_i$ for $i = 1, \ldots, r - 1$. Then,

\[ Y - X = \sigma_r u_r (\tilde{v}_r - v_r)^T, \]

and thereby

\[ \|Y - X\|^2 = \text{tr}((Y - X)^T(Y - X)) = 2\sigma_r^2(1 - \tilde{v}_r^Tv_r). \]  \hspace{1cm} (43)

Now take any $Z \in \mathbb{R}^{N \times N}$. Since $P(X)Z = UU^TZ + ZVV^T - UU^TZV^T$ (see, e.g., [18, eq. (2.5)]), we get

\[ (P(Y) - P(X))Z = (I - UU^T)Z(\tilde{V}\tilde{V}^T - VV^T) = (I - UU^T)Z(\tilde{v}_r\tilde{v}_r^T - v_r v_r^T). \]

We choose $Z = \tilde{u}\tilde{v}_r^T$, where $\tilde{u}$ is normalised and orthogonal to the columns of $U$. Then, $\|Z\| = 1$ and

\[ \|(P(Y) - P(X))Z\|^2 = \|\tilde{u}(\tilde{v}_r - v_r v_r^T)\|^2 = 1 - (\tilde{v}_r^Tv_r)^2. \]

Since $v_r$ and $\tilde{v}_r$ are normalised, $|\tilde{v}_r^Tv_r| \leq 1$. We choose $\tilde{v}_r$ such that $0 < \tilde{v}_r^Tv_r < 1$. Then,

\[ \|(P(Y) - P(X))Z\| = \sqrt{1 - (\tilde{v}_r^Tv_r)^2} \geq \sqrt{1 - \tilde{v}_r^Tv_r}. \]

and by (43) and $\|Z\| = 1$, we get

\[ \|(P(Y) - P(X))Z\| \geq \frac{1}{\sqrt{2\sigma_r}}\|Y - X\|\|Z\|, \]

which shows the claim that (5) is essentially a tight estimate.
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